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Introduction
Internet and social media have significantly transformed how people access, share, and 
consume information. While digital environments have considerably promoted disinter-
mediation, enabling diverse voices to participate in the collective dialogue at the expense 
of professional information, the role of leader nodes in social networks (i.e., the main 
influential accounts) remains crucial in determining how information is disseminated 
and consumed [1-3]. Recent works on the dynamics of information dissemination and 
consumption have surged interest in the complexity of information ecosystems, par-
ticularly focusing on disinformation from its very definition (Kapantai et al. 2021; Lazer 
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et al. 2018) to its spread (Del Vicario et al. 2016) and connection to partisanship (Gar-
rett and Bond 2021; Pennycook and Rand 2019). A significant portion of research has 
examined the impact of disinformation on human behaviour (Bastick 2021), political 
elections (Morgan 2018), sustainability (Treen et  al. 2020), and health (Sasahara et  al. 
2021). The term ’Infodemic’ (Simon and Camargo 2023), which resurfaced during the 
Covid-19 pandemic (Cinelli et al. 2020), describes the overwhelming flood of both accu-
rate and false information about the virus, leading to confusion and harmful behaviours 
that exacerbated the pandemic (Rocha et al. 2023). These investigations have led to ques-
tions about identifying statistical indicators in news content and, consequently, effective 
strategies for preventing the spread of disinformation (Del Vicario et al. 2019; Guay et al. 
2023; Pacheco et al. 2020).

The broader information ecosystem, constituted by both communities of news pro-
ducers (e.g. journalists, editors, etc.) and consumers (readers), has received far less atten-
tion than the disinformation phenomenology. Few attempts have been made to study 
the dynamics of interaction between news producers and consumers (King 1998), and 
we still lack a fundamental understanding of the system. A previous work Gravino et al. 
(2022) identified the news supply on the production side and the news demand on the 
consumption side as the main drivers of the systemic dynamics.

The news supply, referred to as Supply in this work, can be defined as the ensemble of 
contents produced by news outlets over a certain period (e.g. daily). The news demand, 
referred to as Demand, can be defined over the same period as the cumulative needs and 
interests of the consumer community. These two quantities are directly linked in many 
ways. Consumers are more likely to engage with and demand content that aligns with 
their interests, preferences, and values (Cinelli et al. 2020). At the same time, the type 
and nature of news content also impact how widely it is shared and diffused. Engaging 
content significantly influences diffusion as followers are more likely to share relevant 
information (Turcotte et  al. 2015). Producers are likely to cater to topics and formats 
that align with the interests and demands of their audience (Thurman et al. 2019). At the 
same time, the demand for certain types of content influences how widely it is shared. 
If a particular piece of news resonates strongly with the audience, it is more likely to be 
widely diffused by followers (Thompson et al. 2020).

From these interactions, a third layer of the dynamics emerges: the diffusion of the 
news (Diffusion). Supply cannot meet Demand if the news is not shared through some 
channel. Different media are used, ranging from paper to word-of-mouth, from TV to 
news websites but, in recent years, social media has been the most prominent. Further-
more, the disintermediation typical of these platforms allows us to study the dynamics 
in unprecedented ways. We can define Diffusion as the sharing volume of news content 
over the observation period. This layer of the dynamics is perhaps the most studied in 
the last years, e.g. for its commercial importance. News discussion can influence future 
content creation strategies. News producers may observe what types of content are gain-
ing traction through diffusion and adjust their production accordingly (Andrews and 
Caren 2010). At the same time, the Diffusion affects what other consumers are exposed 
to and, consequently, what they may demand. Popular content that has been widely dif-
fused may generate increased demand from new audiences (Iyengar et al. 2004). On the 
other hand, sharing behaviour can sometimes result in the formation of echo chambers, 
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i.e. user groups that share a common narrative (Brugnoli et al. 2019; Pratelli et al. 2023), 
in persistent recurring patterns (Desiderio et  al. 2023), or in self-organised collective 
actions (Mancini et al. 2022).

Separately, Supply, Demand and Diffusion have been subjects of several studies 
(Brugnoli et  al. 2023; Patuelli and Saracco 2023; Mattei et  al. 2022; Hohenberg 2023), 
but together, they could provide a deeper and systemic understanding of the news eco-
system. Still, it has to be proved that their mutually influenced interplay underscores the 
complex dynamics of the news ecosystem.

Our study connects the dots between news Demand, Supply, and Diffusion, analysing 
the news ecosystem as a single complex system. We aim to prove that the chosen metrics 
effectively track the system and account for the phenomenology. Finally, we show how 
this approach helps better understand the system’s health status, assessing disinforma-
tion production and spreading levels. This work aims to confirm and generalise some of 
the results that emerged in a previous study (Gravino et al. 2022). The previous obser-
vations will be expanded to include more keywords and different social networks, and 
model-agnostic techniques will be adopted to provide further generalisation. We select 
the main news outlets in Italy, encompassing a wide range of news media outlets active 
from December 2019 to August 2020. We monitor their posts’ production and users’ 
sharing volumes concerning the most relevant keywords in the observed period. These 
keywords have been identified by looking at the most important keywords used in the 
Google Search Engine, which has also been used to track the Demand for information. 
The dynamics of these interactions can differ among social media platforms because of 
variations in their business models and content selection algorithms (De  Marzo et  al. 
2023; Tommasel and Menczer 2022). For these reasons, we focused on the two main 
social media in the considered time frame: Facebook and X. The latter will be referred to 
as Twitter, as this was still the name at the time of data gathering.

Results and discussion
In this work, the information ecosystem is studied as a market driven by three main 
metrics: Supply, Demand, and Diffusion of information. We will formally define these 
quantities and we will show how they are related in terms of scales and dynamics with-
out assuming any specific model. Then, we will show how the relation between these 
forces can be used to provide useful insights about the health status of the information 
system, providing an independent assessment of the Non-Trustworthy levels of informa-
tion supplied and diffused.

The three forces of the news ecosystem

First, we formally introduce the three quantities that are the main subjects of our investi-
gation: Supply, Demand, and Diffusion. In our work, we consider these quantities as the 
main metrics to identify the collective status of the news ecosystem and its behaviour. 
We will call these metrics forces as they influence the system’s status and each other as 
we will unravel in this work.

The news Demand represents the aggregated need for information in the community. 
Let’s imagine that, at a given moment, every community member would want to know 
more about one or more subjects. If we identify every subject by a distinctive, unique 
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keyword, we could associate to every member a list of keywords corresponding to the 
individual needs. We could then aggregate all the lists, count all the occurrences of the 
keywords, and represent the result as a vector:

where each component Demki(t) corresponds to the count for a given keyword ki and 
a given day t. Dem(t) represents the collective news Demand at time t. Of course, such 
information is inaccessible unless we survey the whole population simultaneously. In 
principle, the time resolution can vary, as we could aggregate the Demand not instanta-
neously but daily or over different time windows. Also, instead of surveying the popula-
tion, we can use the keywords input in web search engines. In this work, as a proxy for 
Demand, we will use the daily time-series of keyword searches on Google that have been 
collected from the Google Trends platform with a procedure that allows us to elaborate 
an absolute scale. Such scale allows comparisons between different keywords Demand 
(see Sect. 3). This proxy is limited to the 14 most important independent keywords (see 
Sect. 3), but it still grasps the most important aspects of the dynamics, as we will show.

Supply represents the aggregated production of information in the community. While 
every actor can produce information, we want to focus our analysis on the most strate-
gic and influential actors, i.e. news outlets. Sticking to the daily time resolution, we can 
define a vector similar to Eq. 1:

where each component Supki(t) corresponds to a keyword and counts how many pieces 
of news concerning the subject identified by ki have been produced during the day t. We 
filter and count the components of those corresponding to the 14 most searched key-
words (see Sect. 3). We elaborate the Supply of news by aggregating the posts’ published 
from an extensive list of Italian news outlets’ profiles on the two main social media 
(Facebook and X/Twitter). Social media posts’ production is strictly linked with their 
overall news production (see Sect. 3) and provides a natural link with the third force.

Diffusion represents the aggregated spreading of the pieces of news in the community. 
Given our definition of Supply Eq. 2 and its proxy, it follows naturally that the vector:

represents the Diffusion, with each component Difki(t) corresponding to a keyword and 
counting how many times pieces of news concerning the subject identified by ki have 
been shared during the day t. This operative definition strongly depends on the social 
media adopted in the study. We calculated the Diffusion by summing the shares of the 
news posts in the Supply for both monitored social media (see Sect. 3). All forces are 
monitored for the most prominent keywords in Italy from December 2019 to August 
2020. More details are provided in the Sect.  3. We report the cumulative sum of the 
three forces over the monitored period in Fig. 1. Unless differently specified, the same 
force on different social media will be treated in the analysis as two different forces for 
two reasons. First, the two different social media are used by different communities 
in different ways, and we want to give an account about that. Second, if the relations 

(1)Dem(t) = (Demk1(t),Demk2(t), ...,DemkN (t))

(2)Sup(t) = (Supk1(t), Supk2(t), ..., SupkN (t))

(3)Dif (t) = (Difk1(t),Difk2(t), ...,DifkN (t))
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between the forces are the same and are independent of the platform, we should observe 
this, so treating them independently will serve as validation of the existence of deeper 
relations between the forces.

While the magnitude of the cumulative sum varies between the different keywords, 
the order of the cumulative sum of forces (from the larger to the smaller) for a given 
keyword is almost always the same. This suggests the existence of relations between the 
forces.

Correlations and relative scale

To start studying the relations between the forces, we measure their mutual correlation. 
We look at the logarithm of monthly aggregation of the forces in both social networks 
for all different keywords because. We report the results in Fig.  2. In all cases, corre-
lation coefficients are high and significant, and the forces can be considered linearly 
related. The monthly aggregation has been chosen to avoid disturbance from the dynam-
ics in shorter windows that might cause larger fluctuations, but similar results are also 
observed for weekly and daily aggregation, as reported in SI. Correlation is not causality, 
so this still does not prove that there are direct relations between the forces.

Still, the intercept of the linear regressions of the logarithms suggests that there are 
typical relative scales that we can measure directly without implying a linear model. We 
chose the median force in terms of order of magnitude to be used as an offset (the Sup-
ply on Facebook) and normalise by that every monthly aggregate value for each force, for 
all different keywords. We report the results in Fig. 3.

For comparison, we also reported the histogram of the monthly aggregated values of 
the forces. We also report the mean and standard values for all distributions. As can be 
seen by comparing the standard deviations, the scale relations between the forces are 
much more narrow than the original distributions. This means that the forces are not 
only correlated but also refer to dynamics with typical scales tied by precise relation rela-
tions. In other words, if these forces were at equilibrium, given one of them, we could 
calculate the value that all other forces should have. Still, we cannot discuss equilibrium 
relations without proving dynamic relations between the forces, which is the subject of 
the next section.

Fig. 1  The cumulative count over the whole period (from December ’19 to August ’20) of the three forces 
where Supply and Diffusion are reported for both Facebook (FB) and Twitter(TW) for all the keywords. The 
order of the forces is almost always the same for all keywords
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Dynamics relations: stationarity and causality

In order to show that the three forces trace the same dynamics, we started measur-
ing their stationarity. By stationarity of a force over a certain period of time T, we 

Fig. 2  Correlation (Pearson and Spearman) and linear regressions between the logarithms of the monthly 
values of the forces for all different keywords. Supply and Diffusion are reported for both Facebook (FB) and 
Twitter(TW)

Fig. 3  Left. The histogram of the monthly values of the forces for all different keywords. Right. The 
histogram of the monthly values of the forces divided by the Supply (FB) for all different keywords. Both. 
Supply and Diffusion are reported for both Facebook (FB) and Twitter (TW)
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mean that the unconditional joint probability distribution of the force values does not 
change when shifted in time (but still inside T). For example, a force stationary in a 
given month should have, in that month, the same average value, and the same vari-
ance. The basic idea is that if the forces are related to the same dynamics, they should 
be stationary at the same time or non-stationary at the same time. If the forces are 
not related to the same dynamics, stationarity (or non-stationarity) should not co-
occur among different forces more often than in the random case. We performed the 
Augmented Dickey-Fuller (Hamilton 1994; MacKinnon 1994; Mushtaq 2011; Perktold 
et al. 2023) on the daily time-series of every force for every keyword and every month. 
Then, for every month and every keyword, we measured how many of the five forces 
were stationary. The results are reported in Fig. 4. The results must be compared to 
a null model to understand their significance. In fact, if, for example, all forces were 
stationary for all months and all keywords, stationarieties would obviously always 
co-occur, but that would not imply any special relation between the forces. The null 
model can simply be obtained by reshuffling the sequence of the stationarieties for 
each force. This will show how many co-occurrences are expected if there is no rela-
tion between the forces. We performed 1000 reshuffling and reported the result in 
Fig. 4, where we also show the percentile of the measurement on the actual data in the 
distributions obtained from the reshuffling.

We observe how the extremes (where none of the five forces or all of them) are 
much more frequent than in the null model, while the cases in the middle (with 
around half of the forces stationary) are much less frequent than in the null model. 
This shows the forces are stationary (or non-stationary) all together, so their months 
of dynamics seem to be synchronised, as their months of stasis. This implies, for 
example, that if the mean of a force is constant for a given keyword, the means of the 
other forces will also be constant. And when the mean of a force is moving, also the 

Fig. 4  The histogram of monthly co-occurring stationarieties of the forces on all months and all keywords, 
together with a null model obtained by 1000 reshuffling of the monthly sationarieties sequence (the boxplot 
in grey) and the representation of the actual measured values in terms of percentile (the purple crosses). 
The peaks at the extremes show that the five forces for a given keyword tend to have the same behaviour 
(stationarity or non-stationarity). If forces would have not been “synchronized”, the purple line would simply 
have floated around the middle of the scale (corresponding to the null model)
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other will move. We can then argue the forces time-series are telling the story of the 
same phenomenon from different angles.

To deepen our analysis, we studied the dynamics more in detail focusing on how dif-
ferent forces can cause each other. This part of our study focuses again on the differ-
ent forces time-series, and assesses the causality relation by measuring the information 
transfer. This allows to quantify how much information from one force influences the 
behaviour of another by statistically analysing the distributions of time-series value. An 
important advantage of this approach is that there is no need for a theoretical model of 
the dependence between the considered forces. For each keyword, we used a statistical 
hypothesis test for conditional independence between any two forces time-series condi-
tioning on the third. We used a procedure based on resampling via smooth bootstrap. 
This allows to assess the significance of information transfer in all six possible directions 
of causality between the three forces. For this measure, we considered the two social net-
works separately, and we report the results in Fig. 5, aggregated by causality direction.

Only a minority of keywords (one for Facebook and four for Twitter) showed no signal. 
The most common direction of causality is from Demand to Supply on Facebook, while 

Fig. 5  Summary of causality tests for information dynamics in Facebook (left panels) and in Twitter (right 
panels). For the top tables, each cell shows the total number of tests (see Sect. 3) rejecting the hypothesis 
that the one variable (cell’s column) is causing another (cell’s row) conditioned on a third (off cell’s axes). 
For the bottom tables, each cell indicates the total number of rejections from the same tests as above, 
but counting only the causal effect that is most significant, in the case both directions are rejected (e.g., if 
conditionally on Diffusion both null hypotheses “Demand do not causes Supply” and “Supply does not cause 
Demand” are rejected, only the one with smallest p-value contributes to the sum shown in the relative cell)
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the importance is more distributed on Twitter. Diffusion seems to be the less important 
in terms of causality, in particular on Twitter. Still, all combinations and all directions 
occur. Figure  5 also reports the comparison between opposite directions, confirming 
again the importance of the relation between Supply and Demand on Facebook, while 
on Twitter, the relation from Supply to Demand seems to be more common. This rela-
tion, present also on Facebook, is expected, to some extent, since Diffusion can happen, 
by construction, only when Supply is present. More generally, this analysis shows that 
the forces exchange information and can drive, in various ways, the system’s dynam-
ics. Now that we have shown that our definitions of the forces are actually tracking the 
dynamic of the information ecosystem, we speculate that the relative levels shown in 
Fig. 3 are the equilibrium level of the system. We can now use these forces to assess the 
status of the health of the system.

Semantics and the role of disinformation

So far we neglected the semantic aspect, aggregating the different keywords. We are now 
going to define the semantic vectors for each force. E.g. the Demand semantic vector for 
a given day has the values of the demand for the different keywords for that day as com-
ponents. The “real” semantic vector would include all possible keywords, while in this 
work we include only the most important. So, even if the conclusions we draw cannot be 
considered to be valid for the whole system, we can claim that we are studying the most 
important part of the public debate. We are also going to analyse disinformation, which 
in this context we can define for Supply and Diffusion as the production of posts (and 
their shares) by a subset of sources annotated as “Non-Trustworthy” by professional 
fact-checkers (see Sect. 3) on both the analysed social media. So, now we can define, for 
each day, nine semantic vectors: one for Demand, four for Supply (for both social media, 
for all sources and for the Non-Trustworthy subset), and four for Diffusion. In SI we 
report a UMAP embedding of all nine vectors for each day. We synthesize a more agile 
representation by calculating the mutual similarities between the vectors for each day. 
We chose the Pearsons’correlation similarity between the semantic vectors of the con-
sidered couple of forces for a given day. Then, we took the median of the distances in the 
daily distribution for each couple of vectors. All the medians were significant, positive, 
and high (the minimum observed is 0.66, between Demand and Diffusion on all sources 
of Twitter). Then we arranged the node according to the Fruchterman-Reingold force-
directed algorithm [41-43], and reported the result in Fig. 6.

In this representation, we observe two main features. First, he two sets of sources (all 
sources and Non-Trustworthy sources) cluster separately, pointing out that the differ-
ence of platform is less important than the type of source. E.g., Non-Trustworthy Supply 
on Facebook is closer to Non-Trustworthy Supply on Twitter than on Supply from all 
sources on Facebook. This suggests a coherence in the Non-Trustworthy news that tran-
scends the boundaries of the platforms. Second, perhaps more importantly, the Non-
Trustworthy cluster, particularly the Non-Trustworthy supplies, is closer to Demand 
than the other cluster. This is a potential danger to social discussion since it suggests that 
Non-Trustworthy news production and spreading are closer to the community’s needs 
for information than general news. To conclude the analysis, we also probed the relation 
between the semantic similarities of general news and the share of Non-Trustworthy 
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news in the overall system. We measured Spearman’s correlation coefficient between the 
forces similarities in the general news production and the fraction of Non-Trustworthy 
news Supply and Diffusion over the general news Supply and Diffusion. We report the 
results in Table 1.

All the significant coefficients are negative, meaning that the lower the similarities 
between the forces, the higher the volume of Non-Trustworthy news Supply and Diffu-
sion. We observe that this effect is limited for the distance between Diffusion and Sup-
ply, i.e., it is present only on Twitter. This is unsurprising since we have already observed 
how Demand has a central role in the dynamics, especially on Facebook. More generally, 
despite the results being an unsettling signal that disinformation providers seem to take 
advantage of gaps between the forces in general news, they also provide an assessment 
strategy of the health status of the information market. In fact, the measurement of the 
gaps between the forces can show the vulnerability of the information market almost in 

Fig. 6  The graph of the forces differentiated for the type of sources (all sources and Non-Trustworthy, for 
both social media) where the links are the median of the correlations between the daily semantic vectors 
of the forces. The darker and thicker the link, the higher the value of similarity. Labels are reported for the 
highest 33% values. The size of the nodes represents the order of magnitude of the cumulative value over 
the observed period. If two dots are closer, it means the corresponding forces for that source type are 
semantically closer. E.g. the closest nodes are the Supplies from all sources for FB and TW. The farthest nodes 
are the Diffusion from all source for FB and the Demand

Table 1  The Spearman correlation coefficients of general forces similarities versus the share of Non-
Trustworthy supply and diffusion in the two social networks

* indicates p-value is greater than 5%

Spearman correlations  NT supply share  NT diffusion share

(* ⇒ p− value > .05) Facebook Twitter Facebook Twitter

RS(Demand, Supply) − 0.32 − 0.57 − 0.48 − 0.44

RS(Diffusion, Supply) 0.01* − 0.31 0.08* − 0.22

RS(Demand,Diffusion) − 0.41 − 0.57 − 0.41 − 0.42
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real-time (daily, at least) to the attempts of escalation in disinformation production and 
diffusion and help to prevent them. The importance of this result also comes from the 
fact that the measurement of the gaps between the forces does not depend on the meas-
ure of Non-Trustworthy sources’ supply. A global monitoring of the forces in the general 
news ecosystem is sufficient. On the other hand, the current assessment of Non-Trust-
worthy sources depends on the manual annotation work of professional fact-checkers. 
While their work is crucial for the health of the news ecosystem, and for research, it 
makes makes real-time assessment unfeasible due to the limited resources and the over-
whelming production of misinformation. Our results suggest a possible strategy that can 
overcome these limitations (Figs. 7, 8, 9, 10).

Materials and methods
Data collection and pre‑elaboration

This study investigates the interplay between the three fundamental forces shaping the 
news market: Demand, Supply, and Diffusion. Namely, we capture Demand through the 
main terms used in the Google Search Engine from December 2019 to August 2020, as 
provided by the Google Trends tool. The tool does not provide an absolute scale but 

Fig. 7  Correlation (Pearson and Spearman) and linear regressions between the logarithms of the daily 
values of the forces for all different keywords. Supply and Diffusion are reported for both Facebook (FB) and 
Twitter(TW)
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Fig. 8  Correlation (Pearson and Spearman) and linear regressions between the logarithms of the weekly 
values of the forces for all different keywords. Supply and Diffusion are reported for both Facebook (FB) and 
Twitter(TW)

Fig. 9  Embedding of keywords’ test significance. For every keywords, the vector of the p-values from the 
twelve tests for causal analysis, from Facebook and Twitter dynamics, is projects in two dimensions via UMAP 
embedding using the cosine distance. Each dot is coloured by the number of tests (out of six) that are 
rejected or accepted for both social media. Dots are sizes according the square root of their total supply
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allows to probe multiple terms simultaneously, returning the results in a scale that can 
be used for comparison. In other words, the Demand metric is missing an unknown fac-
tor, but this is irrelevant since the comparisons and considerations we draw in the paper 
do not rely on knowing the absolute scale. The keywords gathered include:

•	 Beirut, Campania, Italia, Lombardia, Milano, Piemonte, Roma, Sicilia, Veneto (terms 
related to Geographic locations);

•	 bollettino, casi, contagi, coronavirus, dati, decreto, mappa, morti, sintomi (terms 
related to the Covid-19 outbreak);

•	 calcio, campionato, champions, serie A (terms related to soccer game);
•	 Gioele, Viviana, Viviana Parisi (terms related to a famous crime news incident in 

Italy);
•	 Eurovision, Morricone, Sanremo (terms related to music);
•	 Papa, Papa Francesco (Pope Francis);
•	 playstation, ps5 (Sony gaming console);
•	 elezioni, regionali, sondaggi (terms related to political elections);
•	 lotto, meteo, news (other general terms).

Many of these terms are semantically overlapping, so we select a shorter set of keywords 
to account for the most searched topics. We also remove the Italian locations (except 
Rome) and the term news because they are too generic and not related to a specific topic. 
The selected list is the following: beirut, calcio, coronavirus, elezioni, Eurovision, lotto, 
meteo, Morricone, Papa, playstation, Roma, Sanremo, sondaggi, Viviana. To analyse the 

Fig. 10  2-D UMAP embedding using the correlation distance of the forces daily semantic vectors, 
differentiated for the type of sources: all sources and Non-Trustworthy (NT)
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news Supply, we rely on a list of news outlets provided by AGCOM, the Italian Authority 
for Communications Guarantees, which covers the main leaders of information in Italy 
during the time span under analysis (AGCOM 2018). The list includes traditional news-
papers, online-only news outlets, information agencies, TV, radio websites, and scientific 
sources. Moreover, the data have specific annotations on Non-Trustworthy sources. The 
source-based methodology is widely recognized and firmly established in the existing 
literature on disinformation (Grinberg et al. 2019). We adopt the same method, which is 
especially suitable for examining the conduct of Non-Trustworthy sources, as in the cur-
rent study. Note that the resulting leader dataset is the same used in Gravino et al. (2022) 
to which the reader can refer for further details.

Limited to contents containing the selected keywords, we use news posted by the 
selected news outlets on the two major social media platforms in Italy - Facebook and 
Twitter - as a proxy for the Supply. We trace the Diffusion of these contents through 
the corresponding user engagement, represented by the number of shares a post gained 
on the belonging platform. For gathering data from Facebook, we rely on CrowdTan-
gle (CrowdTangle Team 2023), a Facebook-owned tool that tracks interactions on pub-
lic content from various social media platforms. For Twitter, we exploit the official API 
accessed through the academic account before the limitations introduced by the new 
management.1

The final supply dataset consists of 2, 112, 678 Facebook posts and 1, 410, 711 tweets 
from 411 different news sources, as more clearly detailed in Table 2, which in turn also 
includes the corresponding Diffusion statistics.

In addition to being functional for a swift identification of Diffusion statistics, using 
social media production as a proxy for Supply by selected information leaders is also 
legitimate, given the high and significant correlation it has with the general direct pro-
duction of news from the same news sources (Gravino et al. 2022), as reported in Table 3.

Table 2  Breakdown of the Supply and Diffusion dataset. Data are divided by source type (Reliable 
or Non-Trustworthy) and social media platform (Facebook or Twitter)

Sources Facebook Twitter

Posts Shares Tweets Retweets

Reliable 330 1, 956, 941 121, 108, 643 1, 302, 008 6, 291, 579

Non-Trustworthy 81 155, 737 11, 225, 099 108, 703 2, 102, 646

Table 3  Correlation (Pearson and Spearman) between the daily direct supply of news from the 
selected information leaders and the corresponding social media production on Facebook and 
Twitter, respectively

Facebook Twitter

Corr p-value Corr p-value

Pearson Rp 0.791 ∼ 0 0.861 ∼ 0

Spearman Rs 0.783 ∼ 0 0.872 ∼ 0

1  https://twitter.com/XDevelopers/status/1621026986784337922.
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In our work, we performed different kinds of aggregation on different series. The 
Demand is already provided by the Google Trends platform as a daily time-series. Sup-
ply and Diffusion have also been aggregated daily to have a similar format. Then, for the 
different analyses, different levels of aggregation have been adopted: daily, monthly or 
over the whole period. The level of aggregation used for every analysis is described in the 
main text.

Causal analysis

To investigate causal interactions between time-series of Supply, Demand and Diffusion 
of a given keyword in a given social media (Figs. 5 and  9), we used a statistical hypoth-
esis test for conditional independence between time-series based on resampling via 
smooth bootstrap (Efron and Tibshirani 1994; Prevedello and Monechi 2024). This test-
ing procedure is a nonparametric counterpart of the Granger causality test that relaxes 
the requirements imposed by vector autoregression modelling and improves upon other 
nonparametric techniques based on local permutation resampling (Runge 2018).

Briefly, to test for the null hypothesis that two signals X and Y are independent con-
ditioned on the signal Z, the Transfer Entropy statistic is used Schreiber (2000). To 
approximate its distribution, the statistic is calculated over data resampled via smooth 
bootstrap: first, the joint distribution of Xt , . . . ,Xt−m , Yt , . . . ,Yt−m , Zt , . . . ,Zt−m is 
estimated by Kernel Density Estimation (KDE) with Gaussian kernels from the obser-
vations D = (xt , . . . , xt−m , yt , . . . , yt−m , zt , . . . , zt−m)t≥m , with lag m = 7 days, using 
Scott’s bandwidth, and imposing that the covariance between X and Y given Z is null; 
from this distribution, the dataset D is sampled B = 1000 times, each time drawing 
from the KDE as many samples as observations, thus generating D∗

1
, . . . ,D∗

B ; finally, 
the statistic S is calculated on every bootstrapped dataset to determine the p-value 
p = B−1 B

i=1 1({S(D
∗
i ) >= S(D)}) , where 1(A) = 1 if A is true and is null otherwise.

For each keyword and social media, six p-values were then obtained, one for every 
permutation of (Supply, Demand, Diffusion) assigned to (X, Y, Z). Each set of six p-val-
ues was adjusted for multiple testing comparisons using the Holm-Bonferroni method.

Conclusions
The digital age provides new challenges as information travels more quickly in a system 
of increasing complexity. But it also provides new opportunities, as we can more easily 
track and study digital trails of the system. These trails have often been studied sepa-
rately focusing on different aspects (like disinformation production or sharing dynam-
ics) individually. In this work, we propose to study the news ecosystem as an information 
market by analysing three main metrics: Supply, Demand, and Diffusion of information. 
Working on a dataset relative to Italy from December 2019 to August 2020, we validate 
the choice of the metrics, proving their static and dynamic relations. We demonstrate 
that they seem to have specific equilibrium relative levels. We reveal the strategic role 
of Demand in leading a non-trivial network of causal relations. We show how disinfor-
mation news Supply and Diffusion seem to cluster by transcending social media plat-
forms. It also appears to be closer to information Demand than the general news Supply 
and Diffusion, implying a potential danger to the health of the public debate. Finally, 
we prove that the share of disinformation in the Supply and Diffusion of news has a 
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significant linear relation with the gap between Demand and Supply/Diffusion of news 
from all sources.

This work confirms and expands the result of a previous work Gravino et al. (2022), 
pointing out the potential of the analysis of the whole news ecosystem through its main 
drivers. The results proved to be valid for different keywords and on different social 
media platforms. This is another step toward a potential real-time analysis of the infor-
mation market to assess and possibly prevent vulnerabilities. Still, the work presents 
limitations, and there is much more to do. The analyses need to be expanded to different 
countries and different timeframes. Also, a more comprehensive strategy for keyword 
selection could be defined, e.g. leveraging topic detection algorithms. On the theoreti-
cal side, the challenge is on one side to define and test a model to describe the complex 
behaviour of the system, replicating all the crucial aspects. Such a model should be able 
to reproduce, for example, what happens when the equilibrium relative levels are modi-
fied by external perturbations. On the other side, besides the disinformation fraction, 
a wider set of metrics (e.g. polarisation) can be taken into account to assess the status 
of the system’s health. The comparative analysis of the model metrics and the semantic 
relations could then be crossed with these metrics to be able to perform a more detailed 
real-time evaluation of the news ecosystem vulnerabilities.
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