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Abstract 

This study aims to improve our understanding of criminal accomplice selection by 
studying the evolution of co-offending networks—i.e., networks that connect those 
who commit crimes together. To this end, we tested four growth mechanisms (popu-
larity, reinforcement, reciprocity, and triadic closure) on three components observed 
in a network connecting criminal investigations ( M = 286 K) with adult offenders 
( N = 274 K) in Bogotá (Colombia) between 2005 and 2018. The first component had 
4286 offenders (component ‘A’), the second 227 (‘B’), and the third component 211 
(‘C’). The evolution of these components was examined using temporal information in 
tandem with discrete choice models and simulations to understand the mechanisms 
that could explain how these components grew. The results show that they evolved 
differently during the period of interest. Popularity yielded negative statistically signifi-
cant coefficients for ‘A’, suggesting that having more connections reduced the odds of 
connecting with incoming offenders in this network. Reciprocity and reinforcement 
yielded mixed results as we observed negative statistically significant coefficients in ‘C’ 
and positive statistically significant coefficients in ‘A’. Moreover, triadic closure produced 
positive, statistically significant coefficients in all the networks. The results suggest that 
a combination of growth mechanisms might explain how co-offending networks grow, 
highlighting the importance of considering offenders’ network-related characteristics 
when studying accomplice selection. Besides adding evidence about triadic closure 
as a universal property of social networks, this result indicates that further analyses are 
needed to understand better how accomplices shape criminal careers.

Keywords:  Network growth, Co-offending networks, Discrete choice models, Network 
evolution, Mechanisms

Introduction
Crimes can be committed either by individuals or by groups of people acting together. 
While there are some contexts in which the involvement of multiple offenders is inci-
dental—it plays no material role in the commission of the crime—there are others where 
it is a crucial ingredient: a crime could not, or would not, take place without it Tremblay 
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(1993). The study of co-offending, therefore, has both theoretical and practical value: as 
well as providing insights into criminal behaviour, understanding how criminal collab-
orations arise may suggest ways to disrupt the conditions that facilitate crime-related 
activities. Within this, a particular topic of interest is accomplice selection—i.e., how 
offenders choose their criminal partners. While this has been discussed extensively from 
a qualitative perspective, there has been little attempt to examine it using a quantitative 
networked approach (for an exemption see, e.g., Cornish and Clarke 2002; McCarthy 
et al. 1998; Weerman 2003, 2014).

Several theories have been proposed to explain accomplice selection and, in particu-
lar, to suggest which factors influence the choice of co-offender (see Weerman 2014; 
van Mastrigt 2017 for reviews). Some of these focus on the role of personal character-
istics—such as age, gender and criminal aptitude—or discuss the influence of the social 
environment more generally; the idea that offenders tend to commit crimes with oth-
ers from their social circle, for example. Others, however, relate to previous offend-
ing behaviour: individuals may be more likely to form new collaborations if they have 
already co-offended with multiple individuals in the past, for example, while others may 
tend to repeatedly offend with the same accomplices (Charette and Papachristos 2017). 
Hypotheses such as these relate to the influence of prior co-offending relationships on 
the formation of new ones, and it is these that we focus on in this study.

Networks provide a natural framework for studying these effects. Social network anal-
ysis has helped revive interest in co-offending in recent decades by providing tools and 
theories to study the interactions between individuals systematically (Bright and Whelan 
2020; Carrington 2014; Papachristos 2011). In co-offending networks, individuals are 
linked based on the crimes they have co-executed: the network is composed of nodes, 
representing individuals, and any pair of offenders who have co-offended are connected 
by an edge, representing the criminal event in which they participated. Since edges rep-
resent co-offending relationships, understanding the mechanisms which drive network 
formation is equivalent to understanding how these relationships arise.

In this study, we seek to gain insights into the principles that drive co-offending by 
analysing the growth of three network components representing co-offending relation-
ships in Colombia’s capital city, Bogotá, between 2005 and 2018. In previous work (Nieto 
et al. 2022), this network was shown to display structural regularities—in particular, tri-
adic closure—when studied as a static network. Here we go further by examining its evo-
lution.1 In particular, we examine the links formed due to each criminal event during 
the study period. Each link formation represents the selection of an accomplice: con-
ceptually, this selection might represent an explicit choice (e.g. recruitment), or it might 
reflect a more passive process (e.g. shared circumstance). In either case, identifying reg-
ularities in how these selections occur will offer insights into how co-offending relation-
ships develop.

Understanding how co-offending networks evolve over time is crucial for identify-
ing the mechanisms which drive their formation. Apart from a few contributions (e.g., 
Sarnecki 2001; Charette and Papachristos 2017; Iwanski and Frank 2013; Brantingham 

1  In this article, we use the terms growth and evolution interchangeably.
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et al. 2011), the studies that have adopted a network approach to study co-offending have 
analysed static networks. Static networks are snapshots that aggregate co-offending rela-
tionships into a single network, regardless of when the crimes were executed (Faust and 
Tita 2019). The analysis of such networks can allow us to better understand the proper-
ties of co-offending networks; however, they cannot reveal how these networks evolve 
through the decisions made by offenders when creating new relationships. As has been 
shown for networks in general, different underlying formation processes can lead to 
graphs with indistinguishable properties when analysed in the aggregate (Mitzenmacher 
2004).

This article starts to fill this gap by studying how co-offending networks evolve over 
time. Specifically, it applies a recently developed approach in network science that con-
siders the formation of social networks as the result of choices made by nodes (offend-
ers, in our case) when joining a network (Opsahl and Hogan 2011; Overgoor et al. 2019; 
Feinberg et al. 2020). When a node joins a network—or, if it is already part of it, creates 
a new connection—it selects a ‘target’ from the pool of nodes that are already part of the 
network. Discrete choice modelling examines whether the features of the potential tar-
gets influence this selection by comparing the characteristics of chosen nodes to those 
that were not. Identifying these influences can shed light on offenders’ decisions when 
selecting accomplices for new criminal ventures. In this study, the features we focus on 
are network-related, such as the number of existing links or the presence of reciprocal 
connections. Since these features reflect prior offending connections, they can be used 
to make inferences about the role of existing relationships in guiding new ones.

At least four mechanisms can explain the growth of networks in terms of nodes’ pref-
erences for particular network-related properties. These have been examined in discrete 
choice studies of other social networks (Opsahl and Hogan 2011; Overgoor et al. 2019). 
Here, we focus on four of these—popularity, reciprocity, reinforcement, and triadic clo-
sure—each of which can be interpreted in terms of offender behaviour. Popularity refers 
to the tendency of offenders to form links (i.e., co-offend) with those who already have 
many connections (i.e., recurrent or prolific co-offenders). Reciprocity refers to offenders 
selecting individuals who have previously selected them, while reinforcement describes 
the situation in which one individual re-selects another. Triadic closure describes the 
tendency to create links with the associates of prior associates (‘co-offending with the 
accomplice of my accomplice’).

In our analysis, we employed a discrete choice model with network features cor-
responding to these four growth mechanisms to study their relative roles in accom-
plice selection. We applied this approach to analyse three components observed in a 
co-offending network in Bogotá (Colombia) between 2005 and 2018, containing 4286 
(component ‘A’), 227 (component ‘B’), and 211 (component ‘C’) individuals. These com-
ponents were derived from criminal investigation records and included all crime types 
defined by Colombia’s criminal law; therefore, they reflect criminal collaboration in a 
general sense rather than in the context of any particular offence.

Theories of co-offending conceptualise accomplice selection as a fundamentally direc-
tional process in which individuals acting as recruiters instigate collaborations with oth-
ers (Reiss 1988); indeed, directionality is implicit in the four mechanisms outlined above. 
For this reason, our underlying model of the co-offending network is a directed graph, 
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with orientation reflecting recruitment. This, however, presents an analytical challenge 
since our data does not contain information about which offenders acted as recruit-
ers. We address this by adopting a procedure in which the analysis is repeated multiple 
times, with the directionality of edges randomised in each case: any findings robust to 
the choice of orientation can be assumed to apply generally. We follow this approach 
because a method that disregarded directionality would not reflect the nature of co-
offending (as per the mechanisms identified above) and would be of limited theoretical 
value.

Theoretical and practical implications derive from this article. From a theoretical per-
spective, this study suggests that a combination of growth mechanisms might explain 
how co-offending networks grow, highlighting the importance of considering offenders’ 
network-related characteristics when studying accomplice selection. It also highlights 
the importance of former accomplices, as the results suggest that they may act as sources 
of information for potential new accomplices. From a methodological perspective, this 
study demonstrates a recently-developed approach to studying how networks evolve 
over time which has not previously been applied in criminology. Researchers interested 
in studying co-offending or covert networks might employ this approach to study the 
formation of crime-related networks.

Practitioners can also benefit from this study as it shows how to exploit existing infor-
mation to identify and track the evolution of co-offending networks. From a strategic 
perspective, understanding the mechanisms at play in the evolution of particular net-
works can offer practitioners insights which may inform the design of crime prevention 
strategies. Similarly, studying the evolution of co-offending networks can assist practi-
tioners in assessing the effectiveness of their interventions. The proposed approach can 
help evaluate the interventions’ effectiveness by analysing the behaviours a network dis-
plays after an intervention.

Background
Co-offending is a topic that has been discussed extensively within criminology, and sev-
eral theories—often based on qualitative studies—have been proposed to explain the 
features and dynamics of group offending (Weerman 2014). On the particular topic of 
accomplice selection, several perspectives have been advanced, discussing how offend-
ers become aware of potential partners and how they evaluate their value as prospective 
co-offenders (van Mastrigt 2017). These theories lay along a continuum: at one end are 
those which discuss collaborations that arise spontaneously, while others conceptualise 
accomplice selection as a rational process in which offenders seek to choose partners 
who will be of maximum benefit.

This section discusses some of these theoretical principles, which relate to the influ-
ence of prior collaborative behaviour on accomplice selection. In a network con-
text—where links represent instances of co-offending—these theoretical principles 
correspond to models of link formation based on network-related features. In each case, 
we discuss the principle from a criminological perspective and its interpretation regard-
ing network growth. In doing so, our conceptualisation of a co-offending network is 
as a directed multigraph; that is, a network which can have multiple links between any 
pair of nodes and where each link has an orientation. Multiple links represent distinct 
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instances of co-offending, and the orientation reflects the initiation of the collaboration 
(i.e., recruitment).

Popularity

One suggestion that has been put forward in the literature is that individuals are more 
likely to be chosen as accomplices if they already have multiple co-offending connections 
(e.g., Sarnecki 2001). Such individuals can be considered ‘popular’ from a co-offending 
perspective because they have frequently been selected as accomplices. The mechanism 
is analogous to the ‘rich get richer’ principle for social networks, whereby individuals 
forming new links preferentially attach to those who are already well-connected (New-
man 2018).

There are two reasons why popular co-offenders may be preferred as potential accom-
plices. First, their popularity may be attractive in itself, implying that the individual is an 
experienced co-offender, and their existing co-offending relationships may be seen as a 
form of endorsement. On the other hand, popularity may act as a marker of the individ-
ual’s underlying utility as a criminal partner: it is not popularity per se that is attractive, 
but rather that individuals become popular because of their aptitude for crime. Certain 
characteristics or assets can affect the value that an individual can contribute to a poten-
tial criminal collaboration. These characteristics—referred to as ‘criminal capital’—may 
include information, skills, contacts and personality traits (e.g., trustworthiness) deemed 
beneficial for the execution of a crime (Reiss 1986; McCarthy et al. 1998; McCarthy and 
Hagan 2001; Hochstetler 2014). Those with these features will, in principle, be more 
attractive as potential accomplices and therefore selected more frequently. In this way, 
the popularity of an offender may simply be a proxy for their criminal capital.

When popularity plays a role in the growth of a network, it is likely that a small sub-
set of individuals will form disproportionately high numbers of connections. This can, 
however, be manifested in two ways. In the first scenario, the connections are formed 
with distinct individuals, meaning that the popular nodes have many neighbours. In the 
second scenario, some of the connections relate to the same co-offenders (i.e. they are 
multi-edges), reflecting the fact that they have interacted on multiple occasions. In the 
first scenario, popular nodes have numerous neighbours, but their connections tend to 
be ‘weak’ as they represent single events. In the second one, popular nodes may not have 
as many neighbours as in the first scenario, but their connections will be ‘stronger’ or 
heavier. This scenario echoes McGloin et al. (2008)’s findings about how frequent offend-
ers create stable co-offending relationships. If popularity were a prevalent mechanism in 
co-offending networks, we would expect to see a small subset of offenders forming many 
links, either with different associates (first scenario) or with the same ones repeatedly 
(second scenario). As explained in the following section, we have considered both sce-
narios when analysing the growth of co-offending networks.

However, popularity might also be unattractive to potential accomplices. As offenders 
make more connections, their visibility increases and with it does their risk of getting 
arrested (Morselli 2009). Accordingly, popularity may have a negative effect on accom-
plice selection in some circumstances, and its overall role in the growth of co-offend-
ing networks is not straightforward. Offenders with ample criminal capital will make 
more or stronger connections, but their attractiveness as potential accomplices may be 
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short-lived since their popularity makes them prone to be removed by law enforcement 
agencies.

Reciprocity and reinforcement

Two further mechanisms that may play a role in the growth of co-offending networks are 
reciprocity and reinforcement. The mechanisms are similar in that they both refer to the 
formation of multiple links between pairs of offenders but differ in their directionality.

Reciprocity refers to situations in which offenders select accomplices who have previ-
ously selected them—i.e., A selects B, having previously been selected by B themselves. 
In network terms, this corresponds to the tendency for pairs of nodes linked in one 
direction to be linked in the opposite direction. Such situations may arise when pairs 
of offenders repeatedly collaborate, each offender instigating on different occasions. 
Research has found that offenders do not have fixed roles throughout their criminal 
careers; rather, they alternate between the roles of ‘recruiters’ and ‘followers’ Van Mas-
trigt and Farrington (2011).

Conceptually, reciprocity refers to the likelihood of observing two individuals exchang-
ing benefits or services over time—‘doing for others if they have done for them’ Plickert 
et al. (2007); Gouldner (1960). This exchange is not mediated by an explicit negotiation 
or a power imbalance between participants. Instead, it is an exchange explained through 
social norms or self-interests of the parties involved (Molm 1997). Reciprocity in co-
offending has been analysed from the perspective of individual events but not to predict 
new co-offending relationships. For example, the social exchange theory of co-offending 
proposed by Weerman (2003) describes co-offending as a reciprocal interaction between 
co-offenders: co-offenders exchange material and immaterial goods to access rewards 
hard to obtain by solo offending. However, this mutual interaction primarily relates to 
collaborations themselves rather than accomplice selection.

Reinforcement, on the other hand, refers to instances where individuals repeatedly re-
select the same accomplices (Grund and Morselli 2017; McGloin et  al. 2008), thereby 
strengthening existing connections between connected pairs (Gouldner 1960). From 
a network perspective, these repeated interactions can be represented by multiple 
links—or ‘heavier’ links—connecting pairs of nodes. This tendency might be expected 
due to the cost or risk of forming new co-offending relationships. When committing an 
offence, it is easier and safer to renew a previous collaboration than to initiate a new one. 
Reinforcing existing relationships might also be expected when accomplice selection 
is viewed as a rational process (van Mastrigt 2017). Accomplices liaise with those with 
the criminal capital that matches the needs for successfully executing the crime at hand. 
Hence, reinforcing existing relationships might reduce the costs of finding new associ-
ates with the skills needed to exploit new criminal opportunities. Moreover, trust builds 
among those who co-execute a crime (Charette and Papachristos 2017). Hence, initial 
interactions between unknown offenders can help them gain trust in their accomplices, 
allowing them to stick together.

Reinforcement overlaps to some degree with popularity because repeated re-selection 
can result in the selected accomplice having a high number of in-links. The mechanisms 
are distinct, however. The principle of popularity is that an individual X may favour 
an accomplice simply because of their number of prior connections; whether those 
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connections are from X themselves is immaterial. With reinforcement, on the other 
hand, the preference is specifically for individuals whom they have chosen previously 
(with multiplicity irrelevant).

Reciprocity and reinforcement are similar in that they refer to the formation of mul-
tiple links between pairs of individuals but differ in directionality. As mentioned, the 
directionality in these relationships is closely related to the idea of recruitment (or insti-
gation). Co-offending relationships are created when a person, acting as a recruiter, 
brings together other motivated offenders, who act as followers, to execute a crime 
(Reiss 1986). Hence, these mechanisms are distinct, and both may play a role in explain-
ing the empirical findings on how co-offending relationships are created and the behav-
iours offenders exhibit throughout their criminal careers. We included both mechanisms 
for these reasons and used simulation analysis as a robustness check.

While both reciprocity and reinforcement represent plausible hypotheses, there is a 
large body of evidence concerning the instability of co-offending relationships. Numer-
ous studies show that offenders are more likely to co-offend with new accomplices rather 
than stick with the same associates (e.g., Weerman 2003, 2014; Warr 2002, 1996; Car-
rington 2002; McGloin and Thomas 2016; McGloin and Piquero 2010; van Mastrigt 
2017). If this is the case, reciprocity and reinforcement may not play a role in how co-
offending networks evolve; on the contrary, we may expect that the presence of exist-
ing links has a negative effect on accomplice selection. However, research by Grund and 
Morselli (2017) has suggested that the instability of criminal partnerships has been over-
estimated in the literature due to a measurement issue. Using a method which adjusts 
for this, they find that the chance of a pair of offenders being arrested again is as high as 
50%, contradicting prior studies and suggesting that reciprocity and reinforcement may 
play a role.

Triadic closure

Triadic closure refers to the tendency for new links to form between two unconnected 
individuals who share a common neighbour Wasserman and Faust (1994); Holland and 
Leinhardt (1971). If A co-offends separately with B and C, triadic closure predicts that B 
and C will likely co-execute a crime.

Trust is often cited as a reason why social networks display this trait. Burt (2005) 
explained that when two people trust each other, there is a commitment to a relationship 
without knowing how the other person will behave. Two individuals sharing a connec-
tion to the same person will therefore have a basis to trust one another, increasing the 
chances of creating a new connection (Easley and Kleinberg 2010). In these situations, 
trust emerges from the possibility of using informal sanctions to discipline the person 
breaking social norms (Coleman 1988)—gossiping, for example, can be an informal 
sanction against those who break social norms. Similarly, trust plays a vital role in co-
offending since offenders need to act together as planned without the need to supervise 
one another (Gambetta 2011). Two willing offenders sharing an accomplice have a basis 
for trusting each other since the shared accomplice can arbitrate between them.

Accordingly, information about offenders’ trustworthiness is essential for accomplice 
selection. McCarthy et al. (1998) contended that offenders rely on the information cir-
culating in social networks to evaluate the trustworthiness of potential accomplices. 
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Thrasher (1963) introduced a similar idea when referring to the underworld’s ‘grapevine 
system’ in which information about offenders and their reputations circulate. In this 
sense, we can hypothesise that triadic closure might play a prominent role in the evolu-
tion of co-offending networks. Two individuals with an accomplice in common are more 
likely to co-offend: the shared contact can vouch for each individual and act as a media-
tor if needed.

Feld (1981)’s focus theory approach provides an additional explanation for triadic clo-
sure in social networks. According to this theory, there are elements in the environment 
that act as social foci—settings in which individuals organise their social activities (e.g., 
family, workplaces, neighbourhoods). Feld suggested that two individuals sharing a con-
nection to a third person might also share the same social foci, facilitating new relation-
ships between unconnected pairs. Felson’s (2003) notion of offender convergence settings 
resembles Feld’s theory. In these settings, offenders contact potential accomplices to 
seize criminal opportunities and design criminal plans. Individuals sharing social foci 
(or offender convergence settings) are more likely to create new co-offending relation-
ships than those not sharing these settings. This idea of people who share settings having 
more chances of creating new connections aligns with Granovetter (1973)’s explanation 
of triadic closure. If two individuals spend time with a third, they will likely encoun-
ter each other and potentially form a connection. The potential role of offender conver-
gence settings is another reason we expect triadic closure to be prevalent in co-offending 
networks.

Relatively few studies have explicitly investigated the presence of triadic closure in co-
offending networks; however, those that have done so (e.g., Grund and Densley 2015; 
Nieto et al. 2022) have found evidence that it is indeed present. Nevertheless, the under-
lying mechanisms that give rise to it—for example, whether it is an effect in itself or a 
bi-product of convergence settings - remain unknown.

Figure  1 illustrates the four mechanisms described in this section. The review pre-
sented in this section suggests that we should expect to see popularity play a relatively 
limited role in the growth of co-offending networks. Similarly, reinforcement and 

Fig. 1  Based on the existing relationships (black solid lines), popularity, reinforcement, reciprocity, and triadic 
closure predict new connections between the nodes (dashed lines)
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reciprocity might only partially explain the evolution of these networks, as most evi-
dence suggests that co-offenders tend to find new accomplices as they continue their 
criminal careers. However, triadic closure seems likely to play a substantial role in the 
growth of co-offending networks since there is a clear overlap between the mechanisms 
which typically give rise to this trait in social networks and the principles driving co-
offending selection.

Before going further, it is worth noting that these four mechanisms only consider 
nodes’ network-related properties. These include the number of connections and 
their position in the network and exclude individual-level properties such as age, sex, 
or criminal history. The reason for focusing on these was partly practical—offender-
level characteristics were not available in the dataset we studied—but also theoretical: 
our primary interest is in how prior co-offending behaviours shape accomplice selec-
tion. Nevertheless, individual-level characteristics will also play a role (Robins 2009), 
and their inclusion will be an essential topic for future work. It is also worth noting that 
edges’ directionality is also crucial to better understanding co-offending. It allows us to 
better model co-offending relationships as they are initiated by motivated offenders who 
recruit those willing to participate in the criminal venture. It also allows us to differenti-
ate between reciprocity and reinforcement. Below we discuss how we addressed edges’ 
directionality in the co-offending components we studied here.

Prior studies of network evolution

Although relatively little research has formally examined the evolution of co-offending 
networks from the perspective of accomplice selection, several studies offer important 
context. For example, Charette and Papachristos (2017), using a dynamic approach to 
analyse co-offending dyads, showed that the longevity of co-offending relationships—
measured through the number of times pairs of offenders were co-arrested—tended 
to be short. However, they observed that a small proportion of relationships persisted. 
According to their findings, homophily (i.e., the tendency to create connections with 
similar others), experience (i.e., criminal capital), and transitivity (i.e., shared accom-
plices) might explain why some co-offenders stick together despite having previously 
been arrested together.

Another group of studies have analysed the evolution of covert criminal networks. 
Bright et al. (2019) found that triadic closure explained the structural changes experi-
enced by a drug trafficking network comprised of 86 participants between 1991 and 1996 
in Australia. Bright and Delaney (2013) also observed that drug trafficking networks 
were flexible and adaptive, as central offenders became peripheral when new individu-
als joined the network. Similarly, Morselli and Petit (2007), using information about a 
criminal investigation between 1994 and 1996 in Canada, observed that drug trafficking 
networks could become less centralised as law enforcement agencies try to disrupt them. 
While these are important insights, they are of limited relevance in the present context 
since the networks studied are primarily organisational rather than reflecting instances 
of co-offending. The networks model communication patterns between individuals par-
ticipating in illegal activities as part of a wider enterprise, not the co-execution of indi-
vidual crimes.
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As far as we know, no studies have adopted a dynamic approach to analyse the evolu-
tion of co-offending networks, particularly in terms of the mechanisms that guide the 
formation of links. Therefore, the question that we study here—of how this evolution 
offers insight into the principles guiding accomplice selection - remains unanswered.

Method
Data and network construction

This study used data from the Colombian Attorney General’s Office (AGO) regarding 
all criminal investigations—either closed or ongoing—of crimes committed in Bogotá 
(Colombia) between 01/01/2005 and 31/12/2018 by adult offenders (>18 years). These 
investigations originated from either the actions of the National Police (e.g., an arrest 
executed by a police officer) or the investigators working alongside prosecutors (e.g., 
new investigations derived from ongoing cases). A criminal investigation does not nec-
essarily imply an arrest, as they could be in an early stage of the process, on trial, or at 
the last stage with a sentence. However, all arrests result in an investigation. A single 
investigation could involve one or more offenders and multiple crime types.

We included information about all types of crime defined by Colombia’s Criminal 
Law. Each record in our dataset corresponds to an offender’s involvement in a particular 
criminal investigation. Offenders were identified using the (encrypted) national identity 
number (NIN), and Criminal Investigation Record Number (CIRN)—a code assigned 
by the AGO—acted as a unique identifier for criminal investigations. Each CIRN had 
an associated timestamp corresponding to the date the AGO started investigating a 
crime. We used this as a proxy for the date on which the offenders executed the crime(s). 
Unfortunately, no information about offenders’ attributes (e.g., sex, ethnicity or criminal 
history) was available.

We used this data to construct a bipartite network representing the associations 
between offenders (N = 274,689) and investigations (M = 286,591). Each link corre-
sponds to a unique record in our dataset, representing a connection between an offender 
and a criminal investigation. We took the one-mode projection of this network to derive 
a separate (undirected) network of associations between offenders (i.e. a co-offending 
network). In this projected network, a link is placed between any pair of offenders con-
nected to the same investigation; that is, two offenders have a co-offending relationship 
if they are both associated with the same CIRN. If two offenders shared more than one 
investigation, multiple edges were placed between them. This same network was used 
in a previous study that looked into the measurement of triadic closure in bipartite co-
offending networks Nieto et al. (2022).

Of those individuals included in our network, 92,376 (34%) were co-offenders (i.e. 
had at least one link to another offender), with solo offenders (182,313) accounting for 
the remainder of the network (66%). The network had 32,348 components with two or 
more offenders. Of all investigations, 38% included a crime against private property, 27% 
a crime against people’s physical integrity (e.g., assault), and 9% a crime against public 
safety (e.g., arms trafficking). On average, each offender was connected to 1.8 investiga-
tions, and each investigation included, on average, 2.5 offenders.

The largest component observed at the end of the study period included 4286 indi-
viduals (component ‘A’), followed by two others with 227 (‘B’), and 211 (‘C’) offenders. 
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The proportion of offenders in these components is small relative to the total number of 
offenders in the network. They represent less than 1% of the total number of offenders 
(as expected, given the low network density). Still, they constitute a substantial group 
when placed in the broader context. For example, the offenders in these components 
are equivalent to 44% of Bogotá’s prison capacity or, since there is prison overcrowd-
ing in this city, 30% of the actual prison population as of December 2018 (INPEC 2021). 
Based on their significance in terms of the number of offenders, we decided to study the 
growth of these components.

Table 1  Descriptive network statistics: number of nodes, number of edges, number of 
investigations in the underlying bipartite structure, the mean number of offenders per investigation, 
the mean number of offenders per investigation, the mean number of investigations per offender, 
and the proportion of investigations linked to specific crime types

Complete network Component A Component B Component C

Nodes 274,689 4286 227 211

Edges 136,270 18,165 1226 5615

No. Investigations 286,591 6032 214 128

Avg. Number of 
Offenders
per Investigation

2.5 1.89 2.3 3.1

Avg. Number of Inves-
tigations
per Offender

1.8 2.6 2.1 1.8

Crime types
(Proportion of investi-
gations)

Property (38%)
Physical integrity 
(27%)
Public safety (9%)
Others (26%)

Property (58%)
Public safety (16%)
Public Admin (6%)
Others (20%)

Property (45%)
Public safety (14%)
Public admin (10%)
Others (31%)

Property (46%)
Public Admin (14%)
Public Safety (14%)
Others (26%)

Fig. 2  Component ‘A’
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Table 1 presents some descriptive statistics of these components, and they are plot-
ted in Figs. 2, 3, and 4. Each plot also includes a histogram showing the degree dis-
tribution and some descriptive statistics—the average degree centrality, diameter, 
density and clustering coefficient.

Several similarities and differences can be seen in the structure of the three compo-
nents. Despite the difference in the number of nodes and investigations in the under-
lying bipartite structure, ‘A’ and ‘B’ had a relatively similar mean number of offenders 
per investigation (1.89 and 2.3, respectively), though the average degree in the latter 
was slightly higher (10.8) than the former (8.5). However, it is notable that ‘B’ contains 
some densely-connected clusters of nodes, which are likely to partly be a by-prod-
uct of certain investigations with large numbers of participants. This is even more 

Fig. 3  Component ‘B’

Fig. 4  Component ‘C’



Page 13 of 31Nieto et al. Applied Network Science             (2023) 8:4 	

apparent in ‘C’, in which two particularly large clusters can be seen: again, this indi-
cates the presence of large offending groups. This component had fewer investiga-
tions (128), a higher mean number of offenders per investigation (3.1), and a higher 
average degree (53). On the whole, however, ‘A’, ‘B’, and ‘C’ are relatively sparse net-
works and exhibit some transitivity in their connections (the clustering coefficients 
ranged between 0.77 and 0.95).

Regarding the proportion of investigations linked to specific crime types, almost half 
of the investigations in these components were related to crimes against private prop-
erty. Offences against public safety (e.g., arms trafficking) and public administration (e.g., 
obstruction of justice) were also present in nearly one-quarter of the investigations in 
each component.2 We did not select these components as representative of the com-
plete network; we chose them based on their size, as co-offending networks in their own 
right. Nevertheless, there was a resemblance between the entire network and the three 
components we studied here. They all had a considerable proportion of criminal investi-
gations related to crimes against private property. There was little variation in the aver-
age number of offenders per investigation and the average number of investigations per 
offender.

To get an initial understanding of the components’ evolution, we partitioned the data set 
into landmark windows that encompass all data between a fixed start-point and sliding end-
point (Cordeiro et al. 2018; Gehrke et al. 2001). Figure 5 shows a graphical representation 
of this approach, with the total number of offenders in the full network at each window. For 
the three components we studied, Table 2a–c show the number of offenders, components, 

Fig. 5  A landslide approach to partition the dataset. The y-axis displays the landslide windows, starting in 
2005 (the landmark) at the top. The black bars represent the number of co-offenders with the number of 
co-offenders in brackets, and the grey bars represent the total number of offenders per window. Between 
2005 and 2018, there were 274,689 offenders, of which 92,376 were related to at least one co-offence

2  We relied on the classification used by the Colombian Criminal Law to group the crimes linked to each investigation. 
This Law groups crimes into broader categories based on the civil or human rights each crime type intends to protect.
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Table 2  The number of offenders, components, incoming nodes, and investigations per window for 
each of the three networks considered here — (a) network 1, (b) network 2, and (c) network 3 

Offenders Components Incoming nodes Investigations

Window

(a)

05 343 84 – 812

05–06 691 118 348 1577

05–07 1073 138 382 2263

05–08 1414 151 341 2738

05–09 1691 118 277 3173

05–10 2097 81 406 3799

05–11 2555 54 458 4333

05–12 2922 38 367 4702

05–13 3256 25 334 5105

05–14 3491 25 235 5364

05–15 3723 18 232 5619

05–16 3944 9 221 5846

05–17 4137 3 193 5959

05–18 4286 1 149 6032

Year

(b)

05 13 6 – 8

05–06 19 9 6 13

05–07 30 15 11 24

05–08 36 19 6 31

05–09 43 21 7 42

05–10 53 25 10 55

05–11 72 26 9 73

05–12 87 27 15 89

05–13 103 32 6 112

05–14 112 29 9 129

05–15 128 29 16 149

05-16 143 24 15 172

05–17 189 19 46 195

05–18 227 1 38 214

(c)

05 3 3 – 3

05–06 15 6 12 7

05–07 22 8 7 15

05–08 26 11 4 19

05–09 32 12 6 27

05–10 59 12 27 36

05–11 68 16 9 54

05–12 86 16 18 68

05–13 201 2 115 77

05–14 203 2 2 88

05–15 207 2 4 99

05–16 207 2 – 107

05–17 211 1 4 118

05–18 211 1 – 128
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incoming nodes, and investigations observed in each sliding window. These components 
resulted from the coalescence of smaller clusters that merged and created a large connected 
component when new links formed ‘bridges’ between smaller fragments. The pace and pro-
portion of incoming nodes varied between components (NB: the term ‘incoming nodes’ in 
these tables refers to new nodes joining the components. It excludes existing offenders cre-
ating new co-offending relationships).

Analytical framework

For the main part of our analysis, we examined the formation of individual links in the 
co-offending networks to gain insight into the mechanisms via which offenders select 
accomplices. We did this by employing a discrete choice approach first proposed by 
Opsahl and Hogan (2011) and similar to that used in subsequent work by Overgoor et al. 
(2019), Feinberg et al. (2020), and Overgoor et al. (2020). The model is an example of the 
more general discrete choice framework, which seeks to describe or predict the choices 
made by individuals from a discrete set of alternatives (McFadden 1981). A random util-
ity theory approach assumes rational actors make choices by considering the attributes 
of their options and choosing the one maximising their utility (McFadden 1974). These 
models have been extensively used to explain decisions such as what colleges people 
attend, how they travel, or how they decide whether to enter the workforce (e.g., Train 
2009; Ben-Akiva et al. 1985; Simonson and Tversky 1992).

In the discrete choice approach, the growth of the network is viewed as a sequence of 
link formations ordered in time. The key principle is to consider the formation of each 
link to be the outcome of a choice process, whereby one node has selected another to 
connect with from the set of all available nodes. By comparing the characteristics of the 
selected node to those of the nodes that were not, it is possible to infer which character-
istics are favoured (or otherwise) when forming new links. In this context, where each 
association created represents a co-offence, any insights into the influence of particu-
lar network features can be interpreted in terms of the mechanisms driving accomplice 
selection. This approach captures two essential processes in co-offending: the first refers 
to the creation of new criminal relationships, and the second to the reinforcement or 
reciprocation of existing connections.

Formally, the model considers the formation of each edge in the network in sequence. 
For an edge (i, j) created at time t, it is assumed that node i could have chosen to form a 
tie with any node already present in the network at time t. This set of possible nodes is 
denoted At , and constitutes the choice set in discrete choice terminology. It is assumed 
that each node in this choice set has an associated utility, which is a function of its attrib-
utes and represents its quality as a potential connection. In the framework used here, 
this utility is assumed to take a linear form: if the attributes of each node k at time t are 
represented by a vector Zk ,t , then k’s utility as a potential connection is a linear function 
of Zk ,t.

Under some assumptions about the random components of the utility (McFadden 
1974), it can be shown that the probability that j is chosen by i is given by:

(1)P Jt = j|Zt =
exp β ′Zj,t

k∈At
exp β ′Zk ,t
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where β ′ is a vector of coefficients. These can then be estimated via maximum likelihood 
(Hosmer et al. 2013).

Node attributes

The attributes incorporated in the model represent nodes’ features; these can be either 
endogenous characteristics (e.g. age, sex) or network-related properties (e.g., the num-
ber of existing connections). Our analysis focuses only on the latter, corresponding to 
the mechanisms we seek to test. We leave the integration of endogenous features in this 
analysis as an avenue for future research when such data becomes available.

Two variables were used to reflect nodes’ popularity. A node’s in-weight corresponds 
to the number of connections to it - i.e. the number of times that the offender has previ-
ously been chosen as an accomplice (including multiple times by the same individual). 
On the other hand, the in-degree of a node measures only the number of other nodes 
connected to it, even if some are connected by multiple links (i.e. multiple crimes). Rein-
forcement was coded as a binary variable: 1 if there was an existing link from i to j and 0 
otherwise. Similarly, we operationalised reciprocity as a binary variable: it took the value 
1 if there was an existing link from j to i and 0 otherwise. Triadic closure was measured 
as the number of accomplices shared by a pair of co-offenders. Note that these variables 
can evolve: if i forms multiple edges with j, for example, j’s reinforcement value will be 0 
the first time and 1 after that. For each choice, the values used for Zk ,t were as they were 
at the point t when the corresponding choice was made.

Applying this discrete choice framework to our data requires meeting the assump-
tions of the underlying model. Discrete choice models assume that individuals act 
rationally when making a choice—i.e., they will select the option that maximises their 
utility from the available options. Based on the theoretical arguments reviewed in the 
previous section, this is justifiable in the context of accomplice selection. A common 
feature in accomplice selection theories is that offenders seek to maximise benefits 
and reduce costs when selecting accomplices (e.g., Cornish and Clarke 2002; Trem-
blay 1993; Weerman 2003). In doing so, they evaluate potential partners based on their 
perceived trustworthiness (to minimise the risk of betrayal) and the likelihood of this 
individual maximising the expected benefits from the criminal venture. This evaluation 
implies judging the ‘criminal capital’ of their potential accomplices: the skills, informa-
tion, and contacts deemed beneficial for successfully executing a crime (McCarthy and 
Hagan 2001; McCarthy et al. 1998). Since there is a strong foundation for the notion that 
accomplice selection is a rational process, discrete choice models are suitable for study-
ing the growth of co-offending networks.

Analytical challenges

We faced three technical challenges while completing this study. The first of these was 
computational. Each time a node makes a new connection, every other node currently 
in the component can be selected, creating a large and imbalanced choice set (i.e., 
dominated by non-selected nodes). This makes the estimation of models computation-
ally expensive and can lead to biased estimates (Opsahl and Hogan 2011). This can be 
addressed via negative sampling: rather than including all non-chosen alternatives in the 
choice set, only a smaller, randomly-selected sample—referred to by Opsahl and Hogan 
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(2011) as ‘control cases’—is included (Train 2009). As long as this sample is chosen ran-
domly, parameter estimates can be shown to be unbiased and consistent with those 
derived from the complete set. There is no general rule for the appropriate number of 
control cases; instead, it can be established via sensitivity analysis, which we present in 
Appendix A. In our analysis, we used 30 control cases for ‘A’ and 10 for ‘B’ and ‘C’.

The second challenge was related to the nature of our data. The discrete choice frame-
work outlined above assumes—in line with accomplice selection theory—that the links 
in the network are directional; that is, an edge (i,  j) refers specifically to i choosing j, 
rather than vice versa. In our co-offending network, however, links were undirected; we 
knew that a pair of offenders participated in an offence but not who instigated the link. 
To address this, we estimated the model described in Equation  1 1K times, randomly 
assigning the direction of each link at each iteration. The logic of this approach was that, 
if findings were consistent across the iterations, then the underlying principles were not 
sensitive to the edges’ directionality.

A third challenge related to investigations comprised of three or more offenders (see 
Table 1 for the mean number of offenders per investigation). Such investigations result 
in the simultaneous formation of multiple links; however, while in reality, they are 
formed simultaneously, the order in which they are listed in the dataset affects the statis-
tical analysis. For each choice scenario, the attributes of candidate nodes were calculated 
based on the current state of the network and before the connection between i and j was 
created. These attributes might change as more links are added since j can be selected 
more times or form connections with i’s neighbours. To mitigate this, we shuffled the 
ordering of links associated with each investigation at each iteration of the analysis. Fig-
ure 6 illustrates the randomisation process that we followed. Again, the rationale was to 
remove any dependency of the findings on an arbitrary ordering of links. Overall, these 
randomisation procedures—directionality and ordering of links—meant that the model 
in Equation 1 ran for 1K realisations of each of our three components of interest. Given 
the computational demands, we used UCL’s Cluster Computing Services to perform the 
analysis.

Alternative approaches

Using discrete choice models to study how social networks grow differs from other 
approaches that seek to identify the mechanisms driving networks’ evolution. In some 
methods, the structural properties of the network at a single point of observation are 

Fig. 6  Starting with an undirected component (left), the order of the nodes in the edge list and the 
directionality of the edges between pairs of nodes were randomly assigned in each of the 1K iterations. The 
model described in Eq. 1 was estimated in each iteration using the resulting random version of the edge list 
for the three components considered here
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used to deduce the process by which it reached its current state (Overgoor et al. 2019); 
for example, the degree distribution is commonly used to infer whether a network has 
grown via preferential attachment. This approach has shortcomings, however, since 
different formation processes can lead to networks that are structurally indistinguish-
able (Mitzenmacher 2004). This can be avoided when the ordering of edge formations is 
known. Here we used the timestamps attached to each criminal investigation to formu-
late each instance of accomplice selection as a choice.

We also favoured the proposed approach over the stochastic actor-oriented mod-
els (SAOM) (Snijders et  al. 2010). SAOM use panel data (i.e. snapshots of a relatively 
stable group of nodes) to model network dynamics using computer simulations. Since 
there was a considerable variation in the number of offenders observed in each tempo-
ral window (see Table 2a–c), we deemed the panel data approach prescribed by SAOM 
unsuitable.

The proposed analytical framework also differs from Dynamic Network Actor Mod-
els for Relational Events (DyNAM) (Stadtfeld and Block 2017). The statistical models in 
DyNam investigate coordination ties found in diverse social settings (e.g., scientific col-
laboration, international trade, and friendship). The idea of a mutual agreement between 
i and j to form a relationship is at DyNam’s core; hence, the decision is two-sided, and 
the directionality of who chooses whom is irrelevant. However, this principle contra-
dicts how co-offending relationships are formed, since, as outlined above, instigation 
is essential to understanding co-offending and gaining insights into crime prevention 
(Reiss 1988). Accordingly, the directionality in the relationships between offenders is 
vital when studying co-offending, limiting the applicability of DyNam.

Results and discussion
We jointly tested popularity, reciprocity, reinforcement, and triadic closure to under-
stand the evolution of three components of the co-offending network. To analyse their 
growth, we ran models with two different specifications: one with in-degree as a proxy of 
popularity and the other with in-strength. In each case, we iterated the estimation of our 
model 1K times, in line with the randomisation procedure outlined above.

The results across all models are summarised in Table  3, with coefficients shown 
for each component studied and each measure of popularity (see Appendix B for a 

Table 3  The median coefficient observed in the 1000 simulations and the minimum and maximum 
values of the C-statistic

***denote those that yielded statistically significant (p-value < = 0.01) coefficients in all runs; ** in 9.4% of runs, and * in 
0.5% of runs

Reciprocity Reinforcement Triadic closure C-Statistic

Indegree

4268 −0.018*** 3.78*** 2.6*** 1.46*** 0.915–0.919

227 −0.01* −0.10 0.1 1.33*** 0.665–0.741

211 0 −3.04*** -2.81*** 0.39*** 0.735–0.763

Instrength

4268 -0.016** 3.79** 2.61** 1.47** 0.92–0.925

227 −0.02** −0.11 0.11 1.33*** 0.673–0.745

211 0 −3.03*** −2.79*** 0.38*** 0.727–0.764
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graphical representation of the results). This table also includes the minimum and maxi-
mum C-statistic observed for each model (also known as the ‘concordance’ statistic or 
C-index), which is a measure of goodness of fit. According to the classification proposed 
by Hosmer et al. (2013), the models used to describe the largest network can be consid-
ered as ‘strong’ models as their C-statistic is above 0.8. The models used for the other 
two networks are ‘good’ since their C-statistic is above the 0.7 mark—especially for ‘C’. 
Accordingly, these models represent a good fit for the observed data.

Since the results are similar for both measures of popularity (in-degree and in-
strength), we use the values for in-degree to illustrate our findings in the remainder of 
this section. The results reveal that the components evolved in different ways. Reci-
procity, reinforcement, and triadic closure yielded positive, statistically significant coef-
ficients for ‘A’, while in-degree generated negative ones. Accordingly, the odds of an 
offender connecting with a former recruiter (reciprocity) were 44 times higher than 
connecting to an offender who had not previously selected them ( ̃x = 3.78 ; exp(3.78) = 
43.8). Similarly, the odds of observing an offender co-offending with a former associate 
were 13 times higher ( ̃x = 2.6 ) than co-offending with an offender with no previous con-
nections (reinforcement). Likewise, the odds of co-offending with someone with whom 
incoming offenders had a mutual associate were four times higher for each additional 
accomplice they shared (triadic closure, x̃ = 1.46).

Component ‘B’ displayed a different behaviour. Triadic closure was the only mecha-
nism that yielded statistically significant coefficients. In this case, the odds of an offender 
committing a new crime with someone with whom they have a mutual associate were 
four times higher for each additional accomplice they shared ( ̃x = 1.33 ). ‘C’ was the only 
component that yielded negative statistically significant coefficients for reciprocity and 
reinforcement. Former recruiters were 21 times less likely to be selected by a former 
associate ( ̃x = −3.03 ; exp(−3.03) = 0.048; 1/0.048 = 20.83). Likewise, incoming offend-
ers were 16 times less likely to co-offend with someone they had previously selected 
( ̃x = −2.79 ; exp(−2.79) = 0.061; 1/0.061 = 16.4).

These results challenge the importance attributed to popular offenders in explaining 
how co-offending networks evolve (Sarnecki 2001; Englefield and Ariel 2017; Malm and 
Bichler 2011; Bichler and Malm 2018). Based on prior findings, we would have expected 
positive, statistically significant coefficients for both proxies of popularity. Instead, pop-
ularity only yielded negative statistically significant results for the largest component, 
suggesting that having multiple connections reduced the odds of an individual being 
selected for a subsequent collaboration. The increased visibility experienced by popular 
offenders could explain this outcome. As mentioned, those who have been subject to 
multiple criminal investigations are naturally more visible to law enforcement and have 
a track record of being ‘caught’. Potential recruiters may therefore view them as a risky 
prospect from the perspective of co-offending.

In turn, these results point to the limited predictive power of popularity in fore-
casting how co-offending networks might evolve. It is worth noting that this limited 
predictive power could not be identified by only considering the degree distribution 
of a network snapshot (see, for example, Fig. 2). This distribution shows that a large 
number of offenders had few links but that a small proportion had a large number of 
accomplices. On its own, this might suggest that some form of preferential attachment 
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played a role in the network’s evolution. However, by continuously observing its 
growth using the analytical strategy adopted here, we showed that, despite the skewed 
distribution, popular offenders had only a marginal role in explaining the evolution of 
the components considered here. Note that our data relate to ‘failed’ (i.e., detected) 
co-offending relationships. Popular offenders who have not been arrested or pros-
ecuted could still have prominent roles in expanding these components or linking 
unconnected components in the observed network. This is an inherent limitation of 
studies relying on official records to study crime, and we discuss this further in the 
final section.

Based on the results reported elsewhere about co-offending relationships being 
unstable (Weerman 2003, 2014; Warr 2002, 1996; Carrington 2002; McGloin 
and Thomas 2016; McGloin and Piquero 2010; van Mastrigt 2017), we would have 
expected to see similar results to the ones seen for ‘C’ in all cases. However, previous 
interactions increased the odds of observing former associates executing new crimes 
in ‘A’. Moreover, neither reciprocity nor reinforcement yielded statistically significant 
coefficients for’ B’. These outcomes suggest that in some networks, offenders are likely 
to re-offend with known associates. From a rational perspective, re-offending with the 
same accomplice might reduce costs linked to the search for new accomplices. Like-
wise, previous interactions might create and increase trust between pairs of offend-
ers. While we cannot test these explanations here, future research could combine the 
analysis conducted here and the approach proposed by Charette and Papachristos 
(2017) to understand the factors that might explain why some co-offenders decide to 
stick together.

The mixed results for reciprocity indicate that this mechanism might operate in 
contrasting ways. On the one hand, it can bring together offenders, giving rise to 
interactions of the sort ‘offender A selects offender B’, followed by ‘offender B selects 
offender A’, as seen in component ‘A’. This sequence of events aligns with our earlier 
comments about how offenders alternate between the roles of ‘recruiter’ and ‘fol-
lower’. Alternatively, recruitment can act as a ‘repellent’ between known associates, 
as seen in ‘C’. Again, this effect could be explained by the transient nature of individu-
als’ roles in co-offending relationships. Once an individual is instigated into a crime, 
they can become embedded into a criminogenic network of potential accomplices. 
As part of this network, this person can change roles based on the criminal expertise 
they acquire. Criminal expertise can help reduce the inherent risks of co-offending as 
people might feel less uncertain when committing a crime with a seasoned offender 
(McGloin and Nguyen 2012).

In interpreting our results with respect to reciprocity and reinforcement, how-
ever, it is important to mention some caveats. The first is that our analysis is based 
on information about ‘failed’ co-offending relationships; i.e., those detected by law 
enforcement. This might explain why recruitment acts as a repellent: followers could 
be more inclined to seek new accomplices and avoid former recruiters based on their 
unsuccessful ventures. Accordingly, followers might look for seasoned criminals that 
could reduce detection risks. The second caveat is analytical. Because our analytical 
procedure involved the randomisation of link directions, we cannot confidently dis-
criminate between reinforcement and reciprocity; we do not know the recruiters in 
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each case. However, the fact that findings persist across our 1000 iterations suggests 
that the findings are not spurious. In addition, the results for both mechanisms mir-
ror each other—the direction and significance of the effects is the same in all mod-
els—indicating that they operate (or not) in tandem.

Triadic closure plays a consistent role in explaining the emergence of co-offending 
relationships across all components. This result suggests that former accomplices might 
be essential in procuring potential associates. It also supports the importance of the 
information circulating in the ‘grapevine system’ (McCarthy et al. 1998; Thrasher 1963) 
that facilitates finding partners and, ultimately, the execution of a crime (Tremblay 
1993).

Conclusion
The analytical strategy employed here shows how to consider multiple mechanisms 
when the data at hand allows researchers to observe how new connections are created 
in an ordered sequence. According to our results, the evolution of co-offending net-
works, as in other social networks, could be partly explained by the interaction of mul-
tiple mechanisms (Hedström and Swedberg 1998). Specifically, popularity was found to 
either be unattractive or play no role at all, while there were mixed outcomes for reci-
procity and reinforcement. On the other hand, triadic closure showed consistently posi-
tive results. Moreover, the results also indicate that the models used provided either a 
‘strong’ (for the largest component considered here) or ‘good’ (for the other two) fit to 
the data.

Using a discrete choice approach to study the evolution of networks offers an alter-
native to previous techniques that relied on aggregated information (e.g., degree distri-
bution) to examine how co-offending networks grow. A static network analysis might 
mask essential drivers of the growth of co-offending networks. Despite the limited num-
ber of networks considered here, this paper contributes to the scarce literature that has 
included a temporal dimension in the analysis of criminal networks (Bright and Delaney 
2013; Charette and Papachristos 2017; Bright et al. 2019). We believe this work sets a 
basis for future analyses of similar covert networks to grasp their evolution mechanics.

This analysis included four network-growth mechanisms, but, as explained by Over-
goor et  al. (2019), the integration of discrete choice models and network evolution is 
flexible enough to consider more and more complex mechanisms and integrate infor-
mation such as node-level characteristics (e.g., age, sex, or prior history in the crimi-
nal system). Future research could incorporate precise information about who selected 
whom and use node-level information to verify findings about recruiters’ characteris-
tics. For example, Van Mastrigt and Farrington (2011) reported that recruiters tend to be 
older than followers in juvenile co-offending relationships; however, there are no reports 
about recruiters’ traits in adult co-offending.

Future research could also include geographical information (e.g., place of residence 
and where offenders committed the crimes) to gain more insights into how adult co-
offenders select their accomplices. Including such information would be useful, espe-
cially when considering the mechanisms, such as triadic closure, with a geographical 
component as an underlying explanation (i.e., social foci/offenders’ convergence set-
tings). Incorporating more information when analysing the evolution of co-offending 
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networks will help us better understand crime’s aetiology and how to prevent the 
emergence of new co-offending relationships.

Apart from including node-level and geographical information, future research 
could examine co-offending networks through a multilayer approach. Multilayer net-
works consist of a fixed set of nodes connected by several different types of connec-
tion, represented by multiple layers (Newman 2018), and have been studied across 
a wide range of contexts (Kivelä et  al. 2014). However, studying criminal networks 
through multilayer networks is rare and has largely been limited to organised crime 
research (e.g. Ficara et al. 2021, 2022). In the present context, co-offending networks 
could be studied using a multilevel approach by using different layers to represent 
specific crime types or time frames. Disaggregation by crime type has particular 
potential in this regard: this could be used to examine whether co-offending patterns 
differ across crime types, or whether individuals tend to repeatedly collaborate on 
particular types of crime (i.e. specialise). Comparing and contrasting the layers in 
these networks can shed light on co-offenders’ behaviours, which is an opportunity to 
refine this work.

Our analysis is subject to some limitations, primarily relating to data availability. 
Although our underlying model framed accomplice selection as a directional process, 
with relationships initiated by offenders acting as recruiters, the data used here did 
not capture this trait. Future research could incorporate precise information about 
directionality once it becomes available. Furthermore, we did not have access to the 
individual-level attributes of offenders (e.g. age, sex, ethnicity), meaning that our 
analysis focused exclusively on the role of prior co-offending relationships. While this 
addresses several theoretical mechanisms, it is clear that individual-level features will 
also play a role in determining ‘criminal capital’ and therefore influencing accomplice 
selection (Robins 2009). Information on the incarceration or death of individuals was 
also missing in our dataset. Both of these would have implications for our analysis 
since they would mean that such individuals are not available for selection by others 
(i.e., they are excluded from the choice set). In particular, it constitutes a caveat to our 
results concerning popularity since popular offenders (i.e., prolific) are more likely to 
be unavailable. However, this issue is less likely to be problematic for reinforcement 
and reciprocity since any incarceration due to a prior offence is likely to affect both 
partners simultaneously. More generally, it is important to note that the fact that an 
offender was subject to an investigation did not preclude them from making new con-
nections: while under investigation or on trial, they may still commit crimes.

More generally, since our study is based on law enforcement data, it suffers from the 
inherent limitations of official records used to study criminal networks (Campana and 
Varese 2020). Most notably, attrition at various stages of the criminal justice system 
means that officially-recorded crime represents only represents a subset of all crime 
that takes place, with the remainder representing a ‘dark’ figure. Victims may fail to 
report crimes they suffer, or law enforcement agencies may overlook crimes once vic-
tims come forward (Carrington 2014; Campana and Varese 2020). Furthermore, pros-
ecutors might fail to identify any or all those involved in a criminal event, resulting 
in a closed investigation or missing connections between offenders (i.e., co-offending 
networks with missing links). This issue is common to all studies of crime which rely 
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on official records; however, such records are the only viable source of data concern-
ing co-offending at a large scale and are used as the basis for almost all research on 
the topic.

Some decisions were taken to minimise the impact of these data issues. We included 
information about all ongoing and closed investigations over a relatively long period 
(14 years). Moreover, our data resemble two sources of information commonly used to 
study co-offending—arrest records and court files. These sources are typically used sepa-
rately and rarely combined. Ongoing investigations represented arrest records because 
every person arrested in Colombia needs to be linked to a criminal investigation. It 
also resembled court records because it included information about closed cases with a 
guilty verdict and those in which the offenders pleaded guilty. Furthermore, we included 
information on all possible crimes, capturing different organisational practices within 
the AGO and not those of a particular task force.

Nevertheless, we must bear these limitations in mind when interpreting our find-
ings. It is possible, for example, that under-recording means that the popularity of some 
offenders was underestimated, which might mean that the role they played in network 
formation is not captured. Furthermore, some missing links may connect components in 
our network, meaning its fragmentation is not as great as it may appear. In simple terms, 
our findings may provide an incomplete picture of co-offending relationships. However, 
it should also be borne in mind that, from a practical point of view, findings relating to 
officially recorded offending are still of value, even if not wholly representative of the 
overall situation. Law enforcement agencies can only disrupt offending of which they 
are aware—if an offence never comes to their attention, it cannot be a target for preven-
tion—and so, to some extent, recorded crime is a population of interest in itself.

Apart from theoretical contributions that this sort of analysis might produce, tempo-
ral analyses of co-offending networks such as the one conducted here can provide new 
insights to law enforcement agencies by showing the different networks displayed when 
evolving. Using the data collected about people arrested or sentenced, these agencies 
can use the framework proposed here to study the growth of particular co-offending 
networks. Based on these results, these agencies might be able to design interventions 
to prevent the expansion of these networks (Bright 2015; Cavallaro et  al. 2020). Sup-
pose popularity is a strong predictor of how a co-offending network grows. In that 
case, law enforcement agencies must target hubs and understand why these individuals 
attract new accomplices. If triadic closure explains the evolution of co-offending net-
works, crime prevention strategies should disrupt the underlying processes that allow 
offenders to converge in specific locations, for example. These interventions could also 
interfere with the information circulating in the ‘grapevine system’ to increase offend-
ers’ costs while searching for trustworthy accomplices. Recently developed findings 
about the effects of police-led interventions (aka crackdowns) (e.g., Smith (2021)) should 
be integrated to predict the dynamics that co-offending networks would display after 
such interventions. The unintended consequences of these interventions should also be 
considered (Diviák et  al. 2022; Morselli et  al. 2007). Suppose the police target a pop-
ular offender that happens to get notoriety given their leadership role within a crimi-
nal organisation. In that case, violence might increase as other organisation members 
start fighting to gain control. Removing a leader could also increase violence as it might 
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signal an opportunity for a rival group to attack the organisation whose leader has been 
removed (Braga et  al. 2018; Felbab-Brown 2013). There are strategic and ethical con-
siderations when intervening in a criminal, covert network. Here, we showed an option 
to improve the understanding of the dynamics displayed by co-offending networks that 
could support the decisions adopted by the relevant stakeholders.

Appendix A: Sensitivity analysis of control cases
The regression coefficients of discrete choice models can be biased when the proportion of 
1’s (i connection with j) to 0’s is small - i.e., a large number of potential accomplices exist, 
but incoming co-offenders select only one. King and Zeng (2001) suggested using some 
control cases to prevent introducing a bias, such that any additional case included would 
not significantly increase the model’s significance or decrease coefficients’ standard errors.

We conducted two sensitivity analyses to determine the number of control cases: one 
for the network with 4286 offenders and one for the other two. Both analyses used in-
degree as a proxy of popularity. We used 5, 10, 20, 30, 40, and 60 control cases for the 
largest network and 2, 4, 6, 8, 10, 12, 14, 16, 18, and 20 for the one with 227 offenders. 
Since the analytical strategy implied using a simulated version of the original network, 
we simulated the network 100 times for each number of control cases.

The Wald χ2 statistic allowed us to assess the significance of the models. Figure 7 pre-
sents the mean value of this statistic in each round of iterations and for each number of 
control cases. Figure 8 shows the mean value of standard errors for each independent 
variable (i.e., the four growth mechanisms considered). Considering how the Wald ( χ2 ) 
statistic and the standard errors behaved for each number of control cases, we consid-
ered that 30 control cases were an appropriate number to strike a balance suggested by 
King and Zeng (2001).

Figures 9 and 10 present similar figures for the network with 227 nodes. Based on these 
results, we decided to use ten control cases for this network. Since the number of nodes 
is roughly similar, we also used the same number of control cases when analysing the 
network with 211 offenders.

Fig. 7  Mean value of the Wald statistic observed for each iteration using multiple number of control cases for 
the network with 4286 nodes
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Appendix B: Graphical results of models
To summarise our results, we use an approach inspired by the ‘specification curve analy-
sis’ method recently proposed by Simonsohn et al. (2020). This involves plotting the fit-
ted coefficients from the 1000 models on a curve, ordered from lowest to highest and 
marked according to whether they were statistically significant. Viewing the results in 
this way allows the distribution of results across all possible realisations—in this case 
corresponding to directionality and ordering—to be seen. These can be summarised by 
reporting the median coefficient across all models and the statistically significant pro-
portion (Figs. 11, 12, 13, 14, 15, 16).

Fig. 8  Mean value of standard errors yielded after 100 simulations for a indegree, b reinforcement, c 
reciprocity, and d triadic closure. Network: 4286 nodes

Fig. 9  Mean value of the Wald statistic observed for each iteration using multiple number of control cases for 
the network with 270 nodes
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Fig. 10  Mean value of standard errors yielded after 100 simulations for a indegree, b reinforcement, c 
reciprocity, and d triadic closure. Network: 270 nodes

Fig. 11  Results of the model for the network with 4286 offenders jointly testing four growth mechanisms: a 
popularity (indegree as a proxy), b reinforcement, c reciprocity, and d triadic closure
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Fig. 12  Results of the model for the network with 4286 offenders jointly testing four growth mechanisms: a 
popularity (instrength as a proxy), b reinforcement, c reciprocity, and d triadic closure

Fig. 13  Results of the model for the network with 227 offenders jointly testing four growth mechanisms: a 
popularity (indegree as a proxy), b reinforcement, c reciprocity, and d triadic closure
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Fig. 14  Results of the model for the network with 227 offenders jointly testing four growth mechanisms: a 
popularity (instrength as a proxy), b reinforcement, c reciprocity, and d triadic closure

Fig. 15  Results of the model for the network with 211 offenders jointly testing four growth mechanisms: a 
popularity (indegree as a proxy), b reinforcement, c reciprocity, and d triadic closure
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