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Introduction
A system of hospitals in a big city can be considered a large and diverse but intercon-
nected system. The interconnection of hospitals and physicians comes from operating 
in a common information space, same legislative environment, and providing health 
services to the population of the same city. Currently, electronic health records (EHR) 
(Nguyen et al. 2014) are widely adopted in healthcare organizations and provide improv-
ing consistency and interoperability of health-related information. Citywide EHR inte-
gration enables the implementation of large-scale analytical and clinical projects (see 
NYC Macroscope Newton-Dame et al. 2016 as an example). At the same time, in large 
cities there exist such factors as multiple levels of healthcare regulation (from govern-
ment to hospital-level authorities) and diversity in clinicial staff experience, individual 
approaches, and patterns in clinical decision making, etc. This diversity is much more 
pronounced if an EHR is implemented in different health information systems (HIS) 
deployed in hospitals. In many cases, a significant portion of the information in an EHR 
is stored in the unstructured (textual) form. For example, anamnesis, diagnosis, epicrisis, 
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surgery protocols, and conclusions may be stored in such form. At the same time, this 
part of the information is often an important source for systematic analysis of health ser-
vice quality. In such a situation, understanding and assessing complex health informa-
tion operated in a citywide healthcare system can be quite challenging.

Within the presented research, we focused on the analysis and structuring of EHRs 
from hospitals in Saint Petersburg, Russia. The data was provided by the Medical Infor-
mation and Analytical Center (MIAC)1 responsible for monitoring and assessing the 
quality of healthcare service in the city. We analyze the EHR data, particularly textual 
unstructured data, as a reflection of the complex multi-agent system of healthcare in the 
city of Saint Petersburg. Such data may contain a lot of additional information that can 
not be displayed in a structured form (numbers, codes, enumerated concepts). Thus, this 
data falls out of the review by both analysts and doctors. However, unstructured data 
can be used to analyze the systemic quality in the city healthcare: to identify sources 
of uncertainty, build information-behavioral profiles of doctors, and assess influencing 
factors, the MIAC acts like a distributed heterogeneous information system. It contains 
people (doctors), individual HISs, and individual healthcare facilities. All this is con-
nected implicitly though the general population of patients and the legal field, in which 
doctors work. Each “information agent” acts relatively independently, filling the system 
with information in the process of serving the patient flow. This way, we can watch this 
variety of connections through EHRs, the quality of which we strive to evaluate.

Within the presented study, we propose and elaborate an approach to unify EHR data 
to improve their structure using natural language processing (NLP) techniques. The 
approach is considered as a way to work automatically with diverse data (i.e., coming 
from different hospitals and HISes) to obtain and assess the implicit structure presented 
within the data. The approach may be used to structure the diverse data, improve the 
analysis and assessment procedures of large heterogeneous healthcare systems existing 
in big cities through the EHR data collection. Such improvement may increase the qual-
ity of both analytical procedures (e.g., implemented by the MIAC in Saint Petersburg) 
and hospital-level EHR interoperability characteristics.

The structure of the paper is as follows. The next section provides an overview of the 
related works in EHR structuring and quality analysis. A case study of citywide health-
care quality analysis in Saint Petersburg and the dataset used are described in “Case 
study” section. Next, the proposed method and implementation details are provided in 
“Implementation details” section. The obtained results are presented and analyzed in 
“Results” section. Finally, “Discussion” and “Conclusion and future work” sections pro-
vide a discussion and concluding remarks of the study respectively.

Related works
Structuring and assessing a medical text to determine its completeness and search for an 
ideal structure are still highly relevant to most hospitals and healthcare institutions.

In their research, Weiskopf and Weng (2013) provide a review of methods to assess 
the quality of EHRs. They define five criteria of quality (completeness, correctness, 

1  https://​spbmi​ac.​ru/ (in Russian).

https://spbmiac.ru/


Page 3 of 21Funkner et al. Appl Netw Sci            (2021) 6:53 	

concordance, plausibility, and currency) and seven methods that help to check EHRs 
according to one or more criteria: comparison with gold standards, data element agree-
ment, data source agreement, distribution comparison, validity checks, log review, and 
element presence. Similar criteria (accuracy, correctness, validity, completeness, timeli-
ness, usefulness, etc.) are identified by (St-Maurice and Burns 2017). One of the most 
popular methods is gold standard compliance. Based on this paper, other researchers 
expand the list of criteria. For example, Batini collects criteria from many papers and 
there are new ones among them: usefulness, cost-effectiveness, and confidentiality 
(Batini and Scannapieco 2016). However, it is complicated to interpret some of the cri-
teria for assessing textual data. For our research, we aim to construct a gold standard 
based on a large amount of data and the doctors’ experience that is invested in them and 
then to compare new records with this gold standard using the methods of data element 
agreement and element presence.

Another approach is to check for the presence of certain records in EHRs to assess 
their completeness and relevance. For example, van der Bij et al. (2017) estimate such 
parameters as a percentage of episodes that have a “meaningful” ICPC code, percentage 
of drugs linked to an episode of care, and others. Burke et al. identify 12 structures in 
EHR to assess its quality (Burke et al. 2014). In our case, we plan to check for the pres-
ence of certain information within one record. There are other methods for assessing the 
structure and completeness of records. Logan et al. (2001) try to find an acceptable way 
of EHR recording and assess the completeness and correctness by comparing the video 
of a patient’s a doctor’s meeting with the EHR data and their structure. Often, studies 
aiming to find the most complete and accurate format are based on surveys of a small 
number of doctors (Williams 2003). It is possible to develop such a model to extract spe-
cific information (Wang et al. 2012; Yehia et al. 2019). However, it is necessary to define 
such a list of questions and entities for each record type manually. So, it is less applicable 
for various real-world records that have accumulated in many HISs and hospitals.

Often, data semantics are presented in the context of data interoperability to trans-
fer data between different MISs and clinical applications. Nguen et  al. conducted a 
systematic review of EHR implementation with an assessment of information systems 
with DeLone and McLean’s framework (Nguyen et al. 2014). Sun et al. present the archi-
tecture of their semantic processing approach where data is transmitted through the 
semantic layer with clinical ontologies inside (Sun et al. 2015). Most solutions for data 
interoperability are based on ontologies (Sun et al. 2015; Roberts and Demner-Fushman 
2016; Freedman et al. 2020; Kersloot et al. 2020). Moreover, Kersloot et al. (2020) show 
the statistics for mapping clinical text fragments to ontology concepts that are described 
in reviewed papers. They conclude that 88% of the studies do not present any validation. 
Moreover, nowadays it is common to produce semantic interoperability between differ-
ent MISs and clinical databases using developed libraries for database matching (Bru-
land et al. 2017). Also, semantic assessing and overview are often presented for academic 
texts (scientific papers, articles and books) that have specific preprocessing and methods 
for formal language that are much different from clinical records (Datta et al. 2019).

Another approach is not to try to structure the records, but to extract specific knowl-
edge on demand. For example, Lamy et al. (2019) show an example of a pipeline for find-
ing and extracting the necessary information for the Portuguese language: Portuguese 
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EHRs are translated into English, and then ready-made and already well-proven tools for 
English are used. Recent studies often include machine learning approaches to retrieve 
information from EHRs and assess the completeness of the records. This way, works 
by Tang et al. (2013), Funkner and Kovalchuk (2020) investigate NLP within the task of 
reconstruction of temporal structures and events from EHRs.

Most of the authors conclude the importance of structuring and analysis of EHRs to 
improve the quality, interoperability, and integrability of both information and health 
service. One of the most important problem is improvement of structure and interop-
erability (as a consequence) of EHR data. Within our study, we focus on understanding 
the structural diversity and possible interpretation of EHRs in the healthcare system of 
large cities through the analysis of unstructured (free-form text) parts of EHRs collected 
from hospitals. The presented approach is aimed towards the automatic (unsupervised 
or semi-supervised) structuring procedures that can work for EHR weakly-structured 
data without predefined domain-specific unified structures, dictionaries, and semantics. 
Also, an important advantage of such an approach is possible translation to low-resource 
languages where domain-specific NLP tools arent’ presented well.

Case study
For this study, we consider a set of 79,234 depersonalized records of patients with arte-
rial hypertension (AH) and acute coronary syndrome (ACS) who applied to medical 
centers in St. Petersburg, Russia, in 2020. The data was collected by the MIAC for the 
analysis of EHR and health service quality. The records were provided by 107 institutions 
using 13 different HISs (Fig. 1). The selection of HISs was developed, provided, and sup-
ported by different vendors. Each HIS has its architecture and user interface. Thus, the 
common practice of EHR input varies significantly.

Fig. 1  Distribution of EHR providers (healthcare organizations) in Saint Petersburg with different HISs
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The structured EHR data collected by the MIAC is widely used for monitoring and 
analytical purposes as well as for centralized development and regulation of informa-
tization of the city healthcare system. However, even though the textual data in EHRs 
contains important information on the provision of health services, use of such data is 
significantly limited due to the lack of structuring and diversity in format. The practical 
goals of this study are analysis, structuring, and quality assessment of the EHRs. The 
results may be used by the MIAC to improve their analytical facilities as well as by hos-
pitals to support better information processing, interoperability, and clinical decision 
support in their HISs.

Commonly, unstructured EHR data in Russian practice is a natural language text that 
contains many specific medical terms, abbreviations, words in Latin and, less often, 
English (names of equipment, drugs). Unfortunately, raw text often contains typos and 
other distortions caused by the data transfer between information systems (connected 
words, lack of separators between sentences, HTML and XML tags). Such texts can have 
some structural features: they contain subheadings or field names separated by colons 
inside them (see examples of possible textual EHR data structure in Fig. 2) Most often, 
an unstructured text presents a patient’s life and illness history, discharges, records of 
consultations, and less often protocols of operations and other medical procedures. For 
example, records can have a title ‘Anamnesis’ and its text (Fig. 2a), or title ‘Protocols of 
operation’ and subtitles ‘Type of the operation’, ‘Duration of the operation’, etc. (Fig. 2b), 
or does not have any title inside, but has incorporated subtitles as ‘Diagnosis’, ‘Vital 
signs’, etc. (Fig. 2c). Also, records can be totally unstructured without any indicated titles 
and subtitles (Fig. 2d). However, each of these records has its format and features of the 
language structure that depend on the medical center and the HIS. The above problems 
have a critical impact on the speed and ability to automatically process such texts. It is 
also worth noting that the data is presented in Russian, which narrows down the range 
of available tools for language processing.

Implementation details
General processing phase

Currently, there is a lack of ready-to-go technologies available for domain-specific 
medical text analysis in a language other than English (Névéol et al. 2018). For the last 
year, our research team has been developing a set of tools for automatic processing of 

Fig. 2  Different forms of unstructured textual EHR data
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medical texts in Russian. These tools are implemented as extensible Python modules 
aimed at processing various types of medical texts. Currently, there are five tools at dif-
ferent stages of development (Fig. 3): spelling correction, negation detection for diseases, 
extracting the experiencer of the disease, topic segmentation, and extraction of temporal 
structures and events (Balabaeva and Kovalchuk 2020; Balabaeva et  al. 2020; Funkner 
and Kovalchuk 2020; Shaikina and Funkner 2020; Funkner et al. 2020). Each tool solves a 
specific problem or helps with text preprocessing, but none of them determine the gen-
eral structure of the text.

The current study uses and extends the implemented software for NLP, structuring 
textual data, and identifying basic elements of EHRs.

Methodology

This section describes methods for processing records, structuring them, and assessing 
their quality. Figure 4 shows the three main stages of record processing: identifying the 
type of record, substructure recognition, and assessing the quality. At each stage, models 
are trained (blue elements in Fig. 4), which can be used for new records. Besides, Fig. 4 
shows the topics and record formats (yellow elements), which are defined in the training 
dataset and can be easily interpreted by a specialist.

EHR type detection

Within our study, we consider processing a dataset containing EHRs collected from dif-
ferent medical centers with different HISs. The first step in structuring such heteroge-
neous records is to identify the type of record (consultation with a doctor, test results, 
surgery protocol, etc.). Since records are collected in a large number of healthcare 
organization with their own rules and practices, the same type of record may have differ-
ent names.

Fig. 3  NLP modules for processing medical texts in Russian
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We propose to use the classic approach for grouping text titles: preprocessing 
(removing extra characters, lemmatization), removing stop words (mainly prepo-
sitions, pronouns, conjunctions), TF-IDF (term frequency, inverse document fre-
quency) transformation to reduce the weight of background words (for example, the 
word doctor or hospital in this context is a background, but in general are not stop 
words), clustering of TF-IDF vectors. With this study, we use only record titles to 
identify a record type. However, it is possible to add extra features of records, but 
model training complexity will increase.For clustering, there are many appropriate 
methods: hierarchical clustering can show the nesting of clusters one into another 
when using different thresholds, the k-means method is easily interpreted in terms 
of vectors and the “central” record can be found (closest to the cluster center), with 
which other records of the cluster are compared. We propose to use the OPTICS 
method, which allows finding clusters in the feature space based on density (Ankerst 
et  al. 1999). After some experimentation, we notice that names of some types of 
records do not differ much between medical centers (for example, discharge reports). 
At the same time, there are types of records, for example, specialist consultations, 
which may have different lengths (institutions add the name of the medical depart-
ment, type of specialist, doctor’s name, etc.) and content names (synonyms: examina-
tion instead of consultation, etc.). Thus, groups of names of different density and size 

Fig. 4  Diagram of methods to detect and estimate record structure
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are formed in the feature space, for the identification of which the OPTICS method is 
the most appropriate.

To determine the type of record with new data in the future, it is proposed to train a 
classifier for which the cluster number will be used as a class. One of the simplest and 
most suitable methods is the k-nearest classification since it is based on distribution of 
vectors in the feature space.

At this stage, it is possible to use any other methods of vector transformation, cluster-
ing, and classification that are most suitable for the peculiarities of the record language 
and the specificity of the recordset.

Subsection recognition

Finding substructures in records is highly dependent on the dataset. With our dataset, it 
was noticed that records of the most represented HIS contain subsections, whose names 
(subheadings) can be extracted using regular expressions. Thus, each record is divided 
into subsections with a subheading. Often, the beginning of a recording does not have a 
subheading, so it is given the service name #record_start. Figure 5 shows an example of 
splitting a record using regular expressions.

If records do not contain subheadings or other substructures, one can skip this step. If 
the texts of the record are quite long and consist of several paragraphs, then topic mod-
eling can be carried out on these paragraphs. This will allow to divide the records into 
substructures and reveal their format.

Subsections are grouped by subheadings. For each type of subsection, separate topic 
modeling is carried out using the method of additive regularization. Additive regulariza-
tion of topic models adds regularizers to the matrix decomposition, which help to high-
light background topics, sparse the topic matrix for a clearer separation between topics, 
and automatically determine the number of topics (Vorontsov et al. 2015). In addition, 
this method shows the best modeling results on texts of different lengths, which is typi-
cal for EHRs from different medical centers. We carry out 50 iterations without any 
regularizers and extra 30 iterations with sparse regularizer (smooth sparse phi regular-
izer with tau = 1e6). However, tau value for regularizers depends on the number of input 
texts and their lengths, so for much larger or less corpus, the value should be tuned 
manually. Topic modelling on each sectionallows us to identify key terms (excluding 

Fig. 5  Example of identifying subsections in a record
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background words) for each type of subsections, compare them with each other and val-
idate how much the declared subheading corresponds to the content of the subsections.

Based on the identified topics and their key terms, the topic segmentation model that 
we developed earlier is trained (Shaikina and Funkner 2020). This model calculates the 
frequency of topic terms in each sentence and adds the coefficient of the most frequent 
terms of the previous and next sentences. The trained topic segmentation model can be 
used to label other records that do not have substructures inside.

Accessing quality and record format detection

“Subsection recognition” section describes how to extract subsections from records 
and thereby identufy record structures from data. The next step is to identify the typical 
record structure for the extracted subsections. In this work, we calculate the frequency 
of subsections by type of records and, according to the selected threshold, determine 
the most appropriate subsections for each record type. The choice of the threshold can 
be manual or automatic with searching for a critical value: the threshold is calculated by 
determining the proportion of records that are considered “ideal”.

“Ideal” post formats are stored as a dictionary, where the key is the record type and the 

value is a list of subheadings (Python programming language):
After determining the “ideal” format, we can calculate how many of the required sub-

sections each record contains (after extracting subsections with regular expressions or 
topic segmentation, see “Subsection recognition” section). In addition, based on the 
“ideal” format, we can make recommendations about which sections to add, and which 
ones are better to transfer to other types of records.

Results
Preliminary data analysis

Each provided record includes metainformation (patient ID, specialist ID, institution ID 
and name, HIS ID, date, ICD-10 diagnosis, record name) and free-form text. Text can 
be presented in different forms and includes from 0 to 827 sentences (Fig. 6). Moreover, 
Fig. 6 shows how different HIS records are. For example, the most represented HISs (#1 
and #5) have the same dispersion for text length and number of words and sentences. 
HIS #11 includes shorter texts, but has many more words and sentences on average. 
Probably, HIS #11 has more abbreviations and omitted words inside its records. HIS #3 
provides long texts but the number of words is about zero. It means that the records are 
filled with special signs and HIS tags. HISs #10, #12, and #4 for all metrics have a median 
of about zero, so we suppose that most of the records are empty or filled with meaning-
less special signs.

We also compared unique words and their incidence rate in each HIS. HIS #1 and 
#5 contain the most unique words: 57,348 and 33,327 words, respectively. Also, they 
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Fig. 6  Comparison of HIS corpora for text length (a), number of words in texts (b), and number of sentences 
in texts (c). HISs are sorted by the number of records

Fig. 7  Upset plot for the most common intersections of unique words of HISs
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have the largest intersection rate of unique words: 15,231 words (see Fig. 7). HIS #11 
contains only 48 records (records are long and have many words and sentences, see 
Fig. 6), however, it has one of the largest intersection rates with HIS #1 and #5. This 
indicates the similarity of the content of records in HIS #11 to the most represented 
HISs.

Table  1 shows the most frequent words for HIS #1, #5, and #9, excluding stop 
words. The most common words for these HISs are units of measurement: doses of 
prescribed drugs and results of medical tests (mg), blood pressure measurements 
(mm, Hg), heart rate (min), frequency of drug intake (pill, day, morning, evening). 
Also, many words are associated with describing a patient’s condition: history, state, 
breathing, heart, satisfactory, complaint, diagnosis, etc.

We also try to estimate the number of misprints and spelling errors in the texts 
(see Table  2). Using the module for correcting misprints (Balabaeva et  al. 2020), 
we compare the unique words from the records with the corresponding dictionar-
ies (dictionaries of medical terms, Russian spelling dictionary, English dictionary, 
dictionary of medicines). Also, based on these dictionaries, the proportion of cor-
rect (found in dictionaries) words is estimated. Most misprints in unique words 

Table 2  Metacharacteristics: misprints, terms, abbreviations according to dictionaries

HIS Medical 
terms

Russian 
words

English 
words

Proper 
name

Abbreviations Medical 
Drugs

Correct 
words

Number 
of records

HIS #1 0.21 0.33 0.0001 0.20 0.17 0.03 0.42 37,772

HIS #5 0.32 0.47 0.0001 0.14 0.20 0.04 0.57 31,736

HIS #3 0.47 0.64 0.0014 0.09 0.54 0.10 0.77 170

HIS #10 0.63 0.78 0.0000 0.24 0.61 0.00 0.78 1371

HIS #9 0.47 0.69 0.0000 0.18 0.38 0.08 0.79 4868

HIS #12 0.55 0.72 0.0007 0.15 0.35 0.06 0.81 322

HIS #11 0.57 0.74 0.0000 0.17 0.36 0.06 0.81 48

HIS #2 0.51 0.72 0.0000 0.15 0.41 0.08 0.82 3196

HIS #6 0.48 0.72 0.0000 0.20 0.44 0.07 0.82 3

HIS #8 0.41 0.80 0.0000 0.30 0.48 0.04 0.86 80

HIS #7 0.66 0.85 0.0000 0.11 0.37 0.05 0.91 43

HIS #4 0.53 0.89 0.0000 0.00 0.21 0.00 0.95 19

HIS #13 0.67 0.87 0.0234 0.16 0.72 0.12 0.96 1

Fig. 8  Distributions of record types for patients with arterial hypertension (AH) and acute coronary syndrome 
(ACS) with manual labeling
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Fig. 9  t-SNE dimensionality reduction for record header space (the header points are colored according to 
OPTICS cluster)

Fig. 10  Distribution of records by manual clusters and OPTICS clusters

Table 3  Comparison of labeling using clustering metrics

Labeling Silhouette coefficient Calinski-Harabasz Index Davies-
Bouldin 
Index

Manual − 0.18 30.57 2.77

OPTICS 0.11 44.07 2.69
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are contained in HISs #1 and #5, which is expected: the more words, the more mis-
takes. However, HIS #3 has a low share of correct words, although it contains only 
170 entries. When processing the words of this system, it is necessary to correct 
misprints.

Structuring and analysis of EHR data

We have applied the methods described in “Implementation details” section to the 
MIAC dataset. As shown in Fig. 8, HISs #1 and #5 have the most records (88% of records 
in total) in the analyzed dataset. Therefore, we used the data of these HISs for further 
training and validation of all the models.

Figure 8 shows the manually labeled types of records for all HISs. As can be seen, HIS 
#1 contains only three types of records: examination (83% of all records), epicrisis and 
doctor’s consultation. HIS #5 contains 10 types of records. As HIS #2 has specific names 
for its records, all of them are labeled as “other”.

Furthermore, automatic labeling of records by types is carried out: the OPTICS 
method for clustering is applied to the preprocessed and vectorized headers of records 
(see “EHR type detection” section). After reviewing all the clusters, the names for each 
group were determined. Compared to manual labeling (Fig. 8), clusters have more spe-
cific names (Fig. 9). Also, we compare how manual and OPTICS clusters are related by 
records (Fig.  10). The main share of records from the manual category “examination” 
transfers into the category of “examination sheet”, and so on with “epicrisis” and “state-
ment epicrisis”. However, the manual categories “consultation”, “appointment” and 

Fig. 11  Distributions of record types for patients with arterial hypertension (AH) and acute coronary 
syndrome (ACS) with OPTICS labeling

Fig. 12  Distribution of subsections among record types for two selected HISs
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“other” are divided into consultation and examination groups by different specialists. 
Besides, Table  3 shows clustering metrics for both labeling systems: silhouette coeffi-
cient (the closer to 1, the better), Calinski-Harabasz index (the higher the better), and 
Davies-Bouldin index (the lower, the better). OPTICS clustering shows better results 
according to all calculated metrics. Figure 11 shows how OPTICS records are distrib-
uted across HISs. HIS #2 now has several types of records, not just “others” as in Fig. 8. 
HIS #1 still consists of three types of records.

At the next stage, we extract the subheadings and subsections (see “Subsection rec-
ognition” section) for HIS #1 and HIS #5: 225 and 150 subsections, respectively. Sub-
headings are grouped manually to simplify visualization and primary analysis. The 
distribution of subsections is shown in Fig.  12. For some record types (questionnaire, 
form, and impression), no subheadings were found using regular expressions. In general, 

Fig. 13  Percentage distibutions of subsections among records type for HIS #1 and HIS #5 (different colors for 
different subsections)

Table 4  Automatically retrieved accurate records for HIS #1 and HIS #5 according to subsection 
representations

HIS #5 HIS #1
Record type Accurate records

Appointment 1 –

Consultation 5 9

Diary 7 –

Discharge record 7 –

Epicrisis 33 –

Examination 2 4

Other 1 –

Report 25 –
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subsections are well related to what should be in the record type: “report” contains the 
largest proportion of subsections related to health indicators (blood pressure, heart rate, 
etc.); “epicrisis” contains the largest proportion of “symptoms”, as it describes what hap-
pened to the patient during the hospitalization.

In addition, topic modeling and segmentation were carried out on the texts of the sub-
sections (see “Subsection recognition” section). The training, validation, and test set of 
each HIS is 50%, 20%, and 30% of the entire set, respectively. Thus, for HIS #1, auto-
matic segmentation to predict the type of subsection shows the result of 0.51 F1-sore (38 
classes), and for HIS #5 it is 0.11 F1-score (19 classes). The low metric is due to the large 
variability of subheadings (it is necessary to carry out careful grouping and processing 
to find the same names and combine subsections more correctly). Similar clustering and 
classification methods can be applied as in “EHR type detection” section.

“Accessing quality and record format detection” section describes methods for assess-
ing the quality of records. Figure 13 shows the percentage distribution of subsections by 
record type. As can be seen, the types of records are characterized by different types of 
subsections and their number. To assess the quality, a threshold of 10% was chosen: if at 
least 10% of the texts of the considered subsection are contained in this type of record, 
then this subsection is typical for this type. Based on this threshold, the records of HISs 
#1 and #5 are assessed for each medical center separately. Table 4 shows that less than 
1% of the records are found to be reasonably accurate (containing more than 80% of 
the required subsections). In total, there are more than 30 thousand records for each of 
these two HISs.

Interpretation and evaluation

This section provides an expert evaluation of the quality of records based on the 
extracted data about the record type and subsections within the record. The evalua-
tion was performed together with specialists of MIAC who are involved in monitoring 
and assessing the information quality of hospitals in Saint Petersburg. The goal of the 
evaluation was twofold. First, the analysis of the EHR structure and completeness was 
performed for selected hospitals. Second, the comparison to existing assessing pro-
cedures applied in MIAC was performed to consider possible extension and updating 
of them. To reach the goal, the current study was focused on indices based on EHR 
structure which relatively reflect the completeness of EHR. At the same time it ena-
bles close comparison to existing official measures of EHR implemented in MIAC.

Based on the processed information, an index of the EHR structure in a healthcare 
facility was constructed with an assessment of the presence of the necessary subhead-
ings for patients with arterial hypertension and acute coronary syndrome (AH and 
ACS) for 23 most represented institutions using HIS#1 and HIS#5.

Table 5  Comparison of EHR structure indices by HIS and records with AH and ACS diagnoses

HIS AH ACS Total

HIS#1 0.0285 0.0225 0.0239

HIS#5 0.0142 0.0164 0.0163
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Lets a record from dataset be r and each recod includes subtitles s : 
ri = {s1, s2, . . . , si}, where i the number of records in dataset. To calculate the 
EHR structure index, the various types of EHR were grouped into three groups: 
(1) epicrisis ( G1 =

{

r1, r2, . . . , rG1

}

 ); (2) examination, appointment, consultation 
( G2 = {r1, r2, . . . , rG2

} ); (3) other records, including reports ( G3 = {r1, r2, . . . , rG3
} ). For 

each group, the possible set of subtitles TGi are calculated with the formula:

The total frequency of occurrence of subheadings s in these groups Gi relative to the 
total number of records ni = |Gi| of each type is calculated. The average sum of occur-
rence rates for each record type, normalized by the total number of subheading types, 
can take a value from 0 if there is no information for all subheadings in all record 
types to 1 in the opposite case when all subheadings are filled:

This value is proposed to be taken as an index of the EHR structure.
The results of calculating the EHR structure index are presented in Table 5.
To conclude, from Table 5, the EHRs are better managed in HIS#1. This may indicate 

both a more developed functionality and a deeper level of implementation in this type of 
HIS. HIS#1 is implemented only in outpatient clinics, whereas HIS#5 is implemented in 
both outpatient and inpatient clinics. To compare different types of HISs under the same 
conditions and to exclude the impact of different EHR requirements in the case of out-
patients and inpatients, an index for each HIS was calculated, see Table 6.

Based on the index of the EHR structure for each medical organization, a rating of 
healthcare facilities was formed, which allows to position healthcare facilities from 
more structured management of EHRs to a less structured and less detailed one. This 
rating allows to objectively compare different clinics and apply administrative or incen-
tive measures to equalize the quality of EHR management. In addition, analysis of the 
dynamics of changes in the EHR structuring index in Saint Petersburg as a whole can 
allow us to draw conclusions about the effectiveness of the use of organizational and 
financial incentives and to forecast the achievement of target levels of EHR structuring.

In Saint Petersburg, the measurement of EHR completeness and quality index intro-
duced by the MIAC for assessing the city’s healthcare facilities (hereinafter the MIAC 

TGi =




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.

Table 6  Comparison of EHR structure indices by outpatient and inpatient clinics

HIS Outpatient Inpatient

HIS#1 0.0239 –

HIS#5 0.0086 0.0218
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index) is already in use. The MIAC indices are calculated according to officially approved 
methodology for assessing the EHR completeness in different hospitals. The index is 
based on presense of explicit records and documents provided by the hospital within 
the integrated HIS. The calculated indices for different hospitals in Saint Petersburg 
are published periodically on the official MIAC site both for city level and for differ-
ent city hospitals (MIAC 2021). The correlation between the MIAC index and the EHR 
structure index in healthcare facilities was calculated. It turned out to be low (equal to 
0.231), which practically means a weak relationship between these indices. This can be 
explained by the fact that the MIAC index characterizes the completeness of the trans-
mission of records, while the EHR structure index characterizes the completeness of 
EHRs themselves (see Table 7).

Discussion
Textual data in an EHR contains an important portion of the information regarding the 
healthcare service provided to the patient. Structuring of such information plays an 
important role in multiple tasks including improvement of information consistency and 
interoperability, clinical decision support, and healthcare facility assessment. Within 
our case study, the relatively low correlation between the informativeness of structured 
and unstructured parts of EHRs through the presented indices was observed. After the 
detailed analysis of existing structures and variation in EHRs discovered during this 

Table 7  Overall rating of healthcare facilities by the EHR structure index in comparison with the 
MIAC index

Institution # EHR structure index MIAC index

1 0.0667 45.08

2 0.0530 23.85

3 0.0356 16.63

4 0.0346 47.06

5 0.0341 61.32

6 0.0239 33.42

7 0.0220 20.1

8 0.0209 13.28

9 0.0176 28.32

10 0.0177 33.6

11 0.0170 35.57

12 0.0152 22.7

13 0.0139 26.87

14 0.0132 51.39

15 0.0130 45.07

16 0.0128 35.55

17 0.0099 20.83

18 0.0085 10.96

19 0.0074 27.62

20 0.0043 22.25

21 0.0039 26.5

22 0.0019 44.82

23 0.0002 25.25
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study the discussion was initiated with the MIAC experts. One of the reached conclu-
sions was that the existing indices used for assessing completeness and quality of EHR 
applied in practice need to be extended with deeper analysis of EHR with the developed 
procedures. Thus, structuring and analysis play an important role in the improvement 
of EHRs both when they are collected in the MIAC and inside the HISs of the hospi-
tals. Also, the possible update of existing indices can improve the assessing the quality of 
information management in hospitals and organization ranking over the city by making 
the indices more detailed and well-grounded.

Another important result that can be seen through the diversity and structuring analy-
sis are the behavioral patterns of physicians who input EHR data. The patterns can be 
seen through the structure and meta-characteristics of the text. They reflect the princi-
ples and practices in clinical decision making, as well as the experience of a physician. 
Moreover, additional closeness of EHRs within a single hospital can be further explained 
through the “common information space” within a hospital where general rules and 
practices are implemented in a unified way. Further analysis and interpretation of the 
diversity can be considered a source for identification of hospitals’ and physicians’ pro-
files within a complex citywide healthcare system.

The proposed method may be considered a general way for analysis and structuring 
of EHR data in diverse datasets. The approach enables a deeper understanding of the 
sources of diversity and differentiates particular structures in EHR data in an automatic 
or semi-automatic way. Considering EHR data as a reflection of the real-world health-
care system and the processes in it, a possible application is assessing and improving 
healthcare service through identification and sharing of the best practices both in terms 
of clinical decision making and information structuring. We believe that the proposed 
approach may be used to structure EHR data for better understanding and analysis of 
distributed healthcare systems.

Conclusion and future work
Within the proposed work, we introduce an approach for structuring and analysis of 
EHR data in a distributed complex healthcare system. The proposed method can be 
applied in diverse applications including assessment, improvement of information in 
EHR systems, and extending the healthcare service with additional clinical decision sup-
port and analytical services. Within this research, we consider a case study of the city 
healthcare system in Saint Petersburg, Russia, to introduce additional structuring, analy-
sis, and assessment of healthcare facilities. The obtained results were used by the MIAC 
for further improvement of the citywide healthcare monitoring and assessment system. 
The listed problems of processing unstructured records and the absence of a unified HIS 
in Saint Petersburg are the basis for a new large-scale project for the analysis, unifica-
tion, and standardization of the accumulated data in the MIAC to analyze the citywide 
quality of healthcare. We believe that the proposed approach may be applied in different 
cases where diverse EHR data is processed and analyzed (e.g., data collected on the level 
of large cities or even a country).

Further development of the approach includes several directions. First, the approach 
can be extended with a deeper interpretation of the diversity in EHRs (including 
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personal experience, local policies, common information in hospitals, etc.). Second, the 
multiscale information sharing between physicians, hospitals, HISs can be estimated and 
analysed. Third, physician profiling and personal practices can be identified, structured, 
and assessed to correct (as bad practices) or share (as good practices). Finally, informa-
tion exchange in a global diverse environment can be optimized to improve both clinical 
practices and information interoperability.
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