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Fig. 4 Effect of iterative hyperedge reweighting: % of hyperedges where the relative size of its largest
partition falls in a given bin vs. no. of iterations

Scalability of the NDP-Louvain method
To further motivate the extension of modularity maximization methods to the hyper-
graph clustering problem, we look at the scalability of the NDP-Louvainmethod against
the strongest baseline,Zhou-Spectral. Table 4 shows the CPU times5 for theNDP-Louvain
and Zhou-Spectralon the real-world datasets. We see that while the difference is less pro-
nounced on a smaller dataset like TwitterFootball, it is much greater on the larger datasets.
In particular, the runtime on Arnetminer for NDP-Louvain is lower by a significant
margin, not having to compute an expensive eigendecomposition.

5The runtime of IRMM is not reported as it is highly dependent on the number of iterations. For some datasets such as
TwitterFootball and Cora, our method converged in 4 and 13 iterations, respectively. For remaining datasets, we
experimented with the number of iterations set to 20.


