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Abstract
The daily exposure of social media users to propaganda and disinformation campaigns
has reinvigorated the need to investigate the local and global patterns of diffusion of
different (mis)information content on social media. Echo chambers and influencers are
often deemed responsible of both the polarization of users in online social networks
and the success of propaganda and disinformation campaigns. This article adopts a
data-driven approach to investigate the structuration of communities and propaganda
networks on Twitter in order to assess the correctness of these imputations. In
particular, the work aims at characterizing networks of propaganda extracted from a
Twitter dataset by combining the information gained by three different classification
approaches, focused respectively on (i) using Tweets content to infer the •polarizationŽ
of users around a specific topic, (ii) identifying users having an active role in the
diffusion of different propaganda and disinformation items, and (iii) analyzing social ties
to identify topological clusters and users playing a •centralŽ role in the network. The
work identifies highly partisan community structures along political alignments;
furthermore, centrality metrics proved to be very informative to detect the most active
users in the network and to distinguish users playing different roles; finally, polarization
and clustering structure of the retweet graphs provided useful insights about relevant
properties of users exposure, interactions, and participation to different propaganda
items.
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Introduction
The 2016 US presidential election veritably marked the transition from an age of
‘post-trust’ (Löfstedt 2005), to an era of ‘post-truth’ (Higgins 2016), with contempo-
rary advanced democracies experiencing a rise of anti-scientific thinking and reactionary
obscurantism, ranging from online conspiracy theories to the much-discussed “death
of expertise” (Nichols 2017). The long-standing debate about the relationship between
media and public good has been reinvigorated: the initial euphoria about the “openness”
of the Internet (Lévy 2002) has been taken over by a widespread concern that social media
may instead be undermining the quality of democracy (Tucker et al. 2018). Media out-
lets, public officials and activists are supplying citizens with different, often contradictory
“alternative facts” (Allcott and Gentzkow 2017). In this context, social media platforms
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would be fostering “selective exposure to information”, with widespread diffusion of “echo
chambers” and “filter bubbles” (Sunstein 2001; Pariser 2011). Propaganda actions may be
now more effective than ever, representing a major global risk, possibly able to influence
public opinion enough to alter election outcomes (Van der Linden et al. 2017; Shao et al.
2018; Guess et al. 2019).
As a first step towards the disruption of these networks of propaganda, researchers

have been trying to model the social mechanisms that make users fall prey of partisan
and low-quality information. From a psychological point of view, news consumption is
mainly governed by so-called “informational influence”, “social credibility”, “confirmation
bias” and “heuristic frequency” (Shu et al. 2017; Del Vicario et al. 2017). This means that
social media users tend to shape their attitude, belief or behavior based on arguments pro-
vided in online group discussions, using popularity as a measure of credibility, privileging
information that confirms their own prior beliefs and/or that they hear regularly. These
phenomena are exacerbated by the general incapability of making good use of the great
amount of available information, a problem which can be modeled relying on the dual-
ism of information overload vs.limited attention (Qiu et al. 2017), or on the principles of
information theory and (adversarial) noise decoding (Brody and Meier 2018). However,
there is still a lack of evidence in the literature regarding the processes that lead to the
structuration of digital ecosystems where polarized and unverified claims are especially
likely to propagate virally. Are these a natural consequence of the existence of commu-
nities with homogeneous beliefs – i.e., echo chambers – and of the organized actions of
“propaganda agents”, or are we missing a piece?
To provide a first answer to this and other related questions, the present paper takes a

data-driven approach. Specifically, we aim at demonstrating the importance of character-
izing networks of propaganda on Twitter by combining the information gained by three
different classification approaches: (i) using the content of tweets to determine users’
“polarization” with respect to a main theme of interest; (ii) telling apart users having
an active role in the diffusion of different propaganda and disinformation items related
to that theme; (iii) analyzing social ties to identify topological clusters and users play-
ing a “central” role in the network. Our main goal is addressing the following research
questions:

€ Is modularity-based network clustering •stableŽ or are the patterns of cohesion
among users dependent of the topics of discussion? In other terms, is the
exposure/participation to propaganda of a given user a direct consequence of his/her
own global interactions with other users?

€ Can we use centrality metrics for detecting users playing specific roles in the
production-diffusion chain of propaganda? If yes, what metrics should we mostly rely
on? And are these users •consistentlyŽ involved in the diffusion of related yet
different propaganda items?

€ What is the role of polarization in the analysis? How shall we use the available
information about the political/social •goalŽ of a propaganda item to enrich the
graph-based analysis of the corresponding network of propaganda?

Our methodology will be applied to a case study concerning the constitutional referen-
dum held on December 4, 2016 in Italy, by means of a dataset composed of over 1.3
millions tweets. As a side result, we will provide insights regarding the reasons of the
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success of specific propaganda items and the existence of “propaganda hubs” and “author-
ities”, i.e., accounts that are critical in fostering propaganda and spreading disinformation
campaigns.

Related work

As reported by a recent Science Policy Forum article (Lazer et al. 2018), stemming the
viral diffusion of fake news largely remains an open problem. The body of research
work on fake news detection is vast and heterogeneous: linguistics-based techniques
(Markowitz and Hancock 2014; Feng et al. 2012; Feng and Hirst 2013) coexist with
network-based techniques (Ciampaglia et al. 2015; Papacharissi and de Fatima Oliveira
2012; Karadzhov et al. 2017) as well as machine-learning-based approaches (Castillo et
al. 2011; Zubiaga et al. 2018). Yet, (semi-)automatic debunking seems not an adequate
response if considered alone (Margolin et al. 2018; Shin and Thorson 2017). Experimen-
tal evidence confirms the general perception that, on average, fake news get diffused
farther, faster, deeper and more broadly than true news (Silverman and Singer-Vine
2016). Users are more likely to share false and polarized information and to share it
rapidly, especially when related to politics (Vosoughi et al. 2018), while the sharing of
fact-checking content typically lags that of fake news by at least 10 h (Shao et al. 2016).
Furthermore, debunking is often associated to counter-propaganda and disseminated
online through politically-oriented outlets, thus reinforcing selective exposure and reduc-
ing consumption of counter-attitudinal fact-checks (Shin and Thorson 2017). Besides the
technical setbacks, the existence of the so-called “continued influence effect of misinfor-
mation” is widely acknowledged among socio-political scholars (Skurnik et al. 2005), thus
questioning the intrinsic potential of debunking in contrasting the proliferation of fake
news.
In this regard, the efforts deployed by major social media platforms seem insufficient.

As of 2017, Twitter – themost widely studied of such platforms – expressed an alarmingly
shallow stance towards disinformation, stating that bots are a “positive and vital tool” and
that Twitter is by nature “a powerful antidote to the spreading of false information” where
“journalists, experts and engaged citizens can correct and challenge public discourse in
seconds” (Crowell 2017). In the meanwhile, based on two millions retweets produced
by hundreds thousands accounts in the six months preceding the 2016 US presidential
election, researchers were coming to the conclusion that the core of Twitter’s interaction
network was nearly fact-checking-free while densely populated of social bots and fake
news (Shao et al. 2018).
Characterizing misinformation and propaganda networks on social media thus recently

emerged as a primary research trend (Subrahmanian et al. 2016; Shao et al. 2018; Bovet
and Makse 2019). Data collected on social media are paramount for understanding disin-
formation disorders (Bovet and Makse 2019): they are instrumental to analyze the global
and local patterns of diffusion of unreliable news stories (Allcott andGentzkow 2017) and,
to a broader level, to understand the relevance of propaganda on public opinion, possibly
incorporating thematic, polarity or sentiment classification (Vosoughi et al. 2018), thus
unveiling the structure of social ties and their impact on (dis)information flows (Bessi and
Ferrara 2016). Investigating the relation between polarization and information spreading
has also been shown to be instrumental for both uncovering the role of disinformation in a
country’s political life (Bovet andMakse 2019) and predicting potential targets for hoaxes
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and fake news (Vicario et al. 2019). Finally, recent work used network-based features as
instruments to describe, classify and compare the diffusion networks of different disin-
formation stories as opposed to “main-stream” news, making a promising step towards
text-independent fake news detection (Pierri et al. 2020).
A relevant issue emerging from the literature is quantifying the representativeness of

data extracted from real-time social media in general, and more specifically from Twit-
ter, when these data are used to forecast opinion trends and vote shares in elections.
In particular, the socio-demographic composition of Twitter users may be not repre-
sentative of the overall population and may thus manifest different political-preferences
from non-Twitter users (Bakker and De Vreese 2011; Burckhardt et al. 2016). This poten-
tial mismatch could be accompanied by a self-selection bias: as some scholars showed
(Ceron et al. 2016), the largest number of comments is often produced by the more
active and politically mobilitated users, while the vast majority of accounts has a limited
activity (Gayo-Avello et al. 2011). Nonetheless, the main goal of this paper is mak-
ing one step forward in the understanding of the role of propaganda in shaping the
political debate in Italy. To this end, Twitter is extremely representative: it is in fact
the reference social media in Italy to discuss political issues. Investigating to which
extent our findings may be extended to the Italian population at large is left to future
work.

Background
After the crucial 2013 election, that had imposed an unprecedented tri-polar equilib-
rium in the Italian political scenario, the 2016 referendum determined the collapse of
the entire political scene, with the defeat of the center-left “Democratic Party” and the
successive resignation of its leader and head of government, Matteo Renzi, architect of
the consultation. The government reform was in fact strongly defeated, with “NO” per-
centages at 59.12% and “YES” at 30.88%. Offline trends showed how political polarisation
and divisions among party leaders fostered the grassroots activism of the YES and NO
front committees, reinforcing opposite views regarding the reform. The NO faction was
a composite formation supported by both left-wing and right-wing parties, with alterna-
tive yet sometimes overlapping political justifications. Subsequently, the 2018 elections
sanctioned the major rise of two euro-skeptic and populist formations, “5 Stars Move-
ment” and “The Northern League”, who were the main actors of opposition to the 2016
referendum.
The constitutional referendum offered to these rising parties an extraordinary win-

dow of opportunity in propaganda building, by imposing carefully selected instrumental
news-frames and narratives and using social media as strategic resources for community-
building and alternative agenda setting. Social media – and Twitter in particular – have
in fact constituted a strategic tool for newly born political parties, that through the
activation of the two-way street mediatization could incorporate their proposals into
conventional media, still maintaining a critical, even conspiratorial attitude towards tradi-
tional media (Alonso-Muñoz and Casero-Ripollés 2018; Schroeder 2018). More generally,
the dichotomous structuration of referendum offered to both political alignments the
chance to align the various issues along a pro/anti-status-quo spectrum. The cleavage
was strategically used by both coalitions, which adopted opposite frames to stress their
position:
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€ on the one hand, the referendum was framed as a tool of •rottamazioneŽ, the process
of political renovation at the center of Renzi•s political agenda;

€ on the other one, on the NO front, it was inserted in the broader cleavage between
anti-parties and traditional parties, pointed as an expression of old interests and
privileges.

Data collection
For data collection we relied on Twitter’s Streaming API, scraping tweets containing
any combination of the following hashtags: “#ReferendumCostituzionale”, “#IoVotoNO”,
“#SIcambia”, “#SIRiforma”, “#Italiachedicesì”, “#Italiachedicesi”, “#bastaunsi”, “#referen-
dum”, “#costituzione”, “#riformacostituzionale”, “#famiglieperilno”, “#bastaunsì”, “#bas-
taunsi”, “#referendumsociali”. These are a mix of “trending” hashtags, official hashtags of
the referendum campaign, and popular hashtags used by the supporters of the two fronts.
Data was collected for the six months preceding the referendum, that is, from July 05,
2016, to December 04, 2016, but we only consider the tweets dated from November 01 in
this paper in order to focus on the most relevant part of the campaign.

Propaganda items

Following the literature, in order to identify the main topics and themes of disinforma-
tion of the political campaigning we relied on the activity of fact-checking and news
agencies who reported lists of (dis)information news stories that went viral during the
referendum campaign. Mostly based on the work by fact-checking web portal Bufale.net
(Mastinu 2016), online newspaper Il Post (Post 2016), and political fact-checking agency
Pagella Politica1 (Politica 2016), we were able to identify twelve main stories, including
both general theories and very specific news pieces. To widen the scope of the analy-
sis, we considered news, theories and topics of discussion that could be associated to
information disorders in its broader sense. This includes factual (i.e., verifiably true/false)
claims as well as stories (e.g., hearsays, rumors and conspiracy theories) that cannot be
deemed true/false with certainty, with no distinction between deliberate and organized
disinformation/propaganda and unintentionally propagated misinformation.
Differently from related work (Pierri et al. 2020) that used the presence of a specific url

for collecting tweets associated to a news story of interest, we set up a custom query in
order to search our dataset for tweets that discuss a given topic in a broader sense. For
each of the twelve propaganda items considered, we manually selected relevant textual
content related to that story – news pieces, tweets, work of debunking agencies – from
which we extracted a suitable keyword-based query. An example of such queries is the
following (corresponding to what will be later denoted PI2):

(•illegittimo• OR •illeggittimo• OR •illegal• OR •non eletto•) AND (•parlamento• OR
•governo• OR •renzi• OR •presidente•)

The query is enriched with synonyms – as in (•illegittimo• OR •illeggittimo• OR •illegal• OR
•non eletto•)– that take into account singular/plural forms, different jargon, and, possibly,
frequent spelling errors. With the terminology of information retrieval, these synonyms
are expected to increase the recall of our filters. On the other hand, to assess the precision
of the filters we manually verified a sample of 200 tweets per filter, finding that all of them

1Pagella Politica is partner of the EU H2020 SOMA Project.
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